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Abstract

The electromagnetic scattering behavior of a spherical shell with a
circular aperture is studied. The shell is assumed to be perfectly conducting
and infinitesimally thin, and is illuminated by a plane wave symmetrically
incident upon the aperture. The application of the method of least square error,
as well as of a modified version is fully discussed. The modification consists
of the separating out of the appropriate surface field behavior near to the edge
of the aperture, and was carried out to overcome the slow convergence and
marginal accuracy of the original approach. The marked improvement aro-
vided by the modification is clearly evident.

The numerical study is limited to the frequency range corresponding to
0.8 < ka < 4.85, where a is the radius of the spherical shell, and numerical
values of the backscattering cross sections for the aperture angle 6_=30° and
90°, as well as for the tangential field components over the boundary surface
for 6 = 30°, are presented. To verify these results and to obtain more

N . . . .

physical insight into the scattering behavior, experimental measurements of
the backscattering cross sections for 8 _= 150, 300, 45°, 60° and 90°, and of
the current components for 6,7 30°, are obtained using two sets of spherical
shell models. It is observed that a spherical shell with aperture-on incidence
has, in general, a higher backscattering cross section than a solid sphere
except at values of ka near to the cavity resonances, where marked reductions
occur. A comparison of the numerical and experimental results is made.

* This is a reprint of Report AFCRL~69-0203 describing the work carried out
for the Air Force Cambridge Research Laboratories under Contract F19628-
68-C-0071.
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CHAPTER 1
INTRODUCTION

In the general area of electromagnetic scattering, impedance loading
has received much attention as one of the more promising techniques for
radar cross section control, especially for the reduction of cross sections
in the resonance region. This technique provides a wide degree of control
over the scattering behavior by varying the loading impedance which is
introduced over a restricted portion of the scattering surface by means
of a cavity structure, lumped elements, or transmission line with asso-
ciated loads.

The loading technique has been known since the early 1920's (O'Neil,
1928; Meissner, 1929), when it was common practice to use lumped inductors
and capacitors to detune the supporting structures of a transmitting antenna
and, hence, reduce the fields radiated from them. However, Iams (1950)
in his patent of '"Radio Wave Conducting Device' was the first to apply the
impedance loading technique for the control of scattering properties at -
microwave frequencies. He used a coaxial loading together with a dielectric
coating to effect a wide-band reduction of the scattering from metallic posts
in a parallel-plate assembly. More recently, several investigators, ?\s
and Schmitt (1958), Gerbes and Kearns (1963), and Chen and Liepa (1964a,
1964b) have studied the scattering cross section of a thin center-loaded
cylinder. Chen and Liepa presented a complete analysis of the back scattered
fields for arbitrary angles of incidence on a thin cylinder of length £, .
0 <2 <2, and fully demonstrated the capability of loading for cross section
reduction. In fact, it was shown that for every value of £/X within the chosen

range, a loading exists for which the cross section is almost zero.



For thick cylinders, Sletten et al (1964) have shown experimentally
that impedance loading is still effective using center-loaded cylinders
approximately A/2 in length and A/8 and \/4 in diameter. A theoretical
treatment of loading of moderately thick cylinders was later given by
Chen (1965). Liepa and Senior (1966) have studied the scattering behavior
of a metallic sphere loaded with a circumferential slot in a plane perpen-
dicular to the direction of incidence. Later Chang and Senior (1967) extended
the analysis to the general case of arbitrary angle of incidence.

In most applications so far, the loading technique employed has been
the simple one of backing a slot with a cavity. From all of these previous
studies, it would appear that the realization of the loading required to give
(for example) zero back scattering cross section over a significant frequency
range is very difficult to attain due to the peculiar frequency characteristics
of the required loading. It was found that the susceptive components of the
optimum loading (for zero back scattering) has primarily a negative frequency
slope and is almost precisely opposite to the behavior characteristic of any
passive network. As a result, any simple loading device such as a radial
cavity-backed slot will be severly limited in its frequency bandwidth, and
more sophisticated techniques, non-linear or active, would have to be
employed in the synthesis of the loading to increase the bandwidth. This is
the main reason why the impedance loading method has not yet found any
operational application to radar camouflage. To increase the bandwidth,
active circuit synthesis approaches, using NIC's (negative impedance con-
verter) or operational amplifiers, seem to be attractive and are currently
receiving attention. The use of a non-uniform transmission line, filled
with a lossy dielectric or even ferrite meterials, could also be considered.
Nevertheless, it is clear that the nature of the load required for zero back

scattering is a function of the cavity design, and in order to obtain some



basic understanding of the impedance loading problem, it is desirable that

the aperture-cavity aspect of the loading problem be studied in more detail.

The present work is directed at the problem of an infinitely thin, per-
fectly conducting spherical shell with a circular aperture of arbitrary angle
cut into the shell. In fact, therefore, we have a sphere loaded with a spher-
ical cavity coupled through a circular aperture. It was felt that the loading
with a spherical cavity could be particularly appropriate to the sphere geometry
since the fields inside and outside the spherical shell are separable in the
same spherical coordinate system, suggesting that the natural resonances
of the cavity could be convenient for manipulating the scattered field.

The problem of a perfectly conducting spherical shell with a conical
hole, which degenerates to our case when the shell thickness approaches
zero, has already been rigorously formulated by Uslenghi and Zich (1965).
However, when the shell thickness approaches zero, the formulation breaks
down due to the edge singularity at the edge of the aperture. For a spherical
shell whose angular extent is less than #, so that the shell is less than a
hemisphere, Blore and Musal (1965) and Raybin (1965) have estimated the
back scattering cross sections for incidence on the convex side at or near
to the direction of the symmetry. The procedure was a high frequency one
in which the physical optics value of the specular contrihution was modified
by the addition of an edge diffracted contribution, and the results obtained were
reasonably close to measured data. For the case of a hemispherical shell
with an electric dipole at its center, Yen (1959) has obtained a low frequency
solution by using an iterative process in solving the integral equation for the
current density induced on the shell. To the authors' knowledge, however,
the electromagnetic problem of a spherical shell which is larger than a
hemisphere has not been treated in either an exact or approximate sense as
far as concrete answers are concerned. The present work, therefore, has

both practical and theoretical interest.
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Electromagnetic scattering by separable bodies has been treated extensively

in the literature with presentation of both exact and approximate solutions. How-
ever, when these bodies are cut so that only parts of them still remain -- such
as a spherical shell segment -- the scattering mechanism is, in general,
drastically changed, and difficulties also arise in the treatment. For the
acoustic problem, Sommerfeld (1949) has used the method of least square
error to obtain a system of linear equations for the diffraction coefficients;
and more recently Thomas (1963) obtained a low frequency solution using
an iteration method developed by Williams (1962).

In the analysis, we asgume that a plane electromagnetic wave is
incident symmetrically on the aperture, and several different approaches
to the solution of this problem are discussed. The most promising one
is the method of least square error. This is described in detail, and the
method is then modified in order to separate out the correct surface field
behavior at the edge of the aperture. The numerical results of the modified
method are compared with those of the original method and a marked improve-
ment is shown.

To obtain some insight into the scattering behavior of a spherical
shell and also to confirm the theoretical results, a series of surface and
backscattering measurements were made in the range 0.8 < ka < 4.85 for
the aperture angle §_ = 15°, 30°, 45°, 60° and 90°. It was found that the
spherical cavity plays quite a significant role in the modification of the
scattering, especially at frequencies near to those of the cavity resonance.
The numerical results are compared with the experimental results for

00 = 30° and 900, and good agreement is found.
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CHAPTER I
THEORETICAL FORMULATION

2.1 Geometry and Field Expressions

Let us consider an infinitely thin, perfectly conducting spherical shell

with its center at the origin, O and the spherical segment given by R = a,
60 <0 < 7 as shown in Fig. 2-1. In Fig. 2-1 the spherical polar coordi-
nates (R, 0, ) are related to the Cartesian coordinates (x, y, z) by the

usual transformation x = R 8inf cosf), y = Rsinfsinp, z = Rcosf. Assum=~

ing a linearly polarized plane electromagnetic wave is incident in the direc-

tion of the negative z-axis with its electric vector parallel to the x-axis,
the incident field becomes

i A jkz
= Xe

1=

. (2.1)
Ei - _/;Yejkz )

where k is the propagation constant, Y is the intrinsic admittance of free
space, and a time factor e t has been suppressed.

The incident field of Eq. (2. 1) can be expressed in terms of spherical

vector wave functions as follows:

i w .o 2ntl (1) (1)]
E = z ) n{n+1) [Mbln -jgeln ’
=1
(2.2)

[00) .
i_ . n 20+l (1) _ (D
H =Y 2: j n(n+1) [Eoln jMeln] ’
n=1

where _M(l) and N( b are the spherical wave functions (Stratton, 1941):

12
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(y _=
=€ =tm kR sin 6 cos mpo -
)
¥ (kR)
n 9 _m cos A
) % ‘o (cos 6) sin mpp .
¥ (kR)
N =a@) 22— P (cos) % mpR +
zmn (KR) n sin
¥! (kR)
3 A~
+ —?(—R;'— vy P;n(cose) :;): mpo+
_ ¢ (kR) P (cosb) i A
Tm D n sin mpf .
cos

kR siné
with
Up(kR) = kR 4 (KR)

1jn(kR) is the spherical Bessel function of order n, and the prime denotes
differentiation with respect to the entire argument. P:ln (cos @) is the Legendre
function of degree n and order m as defined, for example, by Stratton.

The total field due to the presence of the spherical shell can now be

expressed in forms similar to those for the incident field, but with unknown

amplitude coefficients. Thus in region I (R< a):

I (1) . (1)
E = i [AnMoln -JBn Ijeln] !

o=t (2.3
')
I_ 1) (1) )
H =Y 2: [Angoln -jBnMeln] '

and in region II (R > a):
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I i B I i 8 (2.4)

where
o)
s _ (4) (4)
E 2 [CnMoln an —eln] ’
n=1
o (2.5)
s _ (9 (4
H =Y z [Cn l-‘{oln ‘IDn —eln] ‘
n=1

Here, the subscript 8 designates the scattered field. From the requirement
that the scattered field represent an outgoing wave at infinity, M _(4) and N(4)
differ from M(l) and N(l) in having ¢ (kR) replaced by § (kR) = kR h(z)(kR).
where h( )(kR) is the spherical Hankel function of the second kind. The co-~
efﬂcients An' Bn' Cn and Dn are determined by the boundary conditions,
which require the continuity of the field through the aperture and zero tan-
gential electric field at the surface of the perfectly conducting spherical
segment, and the edge condition (Meixner, 1949). Once those coefficients
are obtained, all the field quantities are determined everywhere.

Since the surface current density on the spherical shell is directly related
to the tangential magnetic field, H9
They can be expressed, in a notation similar to that of Kazarinoff and Senior

(1962) as follows:

and H¢ are of primary concern to us.

at the inside shell surface:

Hy (2,0,f) = Y sinp T, (0) (2.6)
H; (2,6,0) = Y cosf le o , 2.7
where
I 1 o) 'y P (cos 6)
Tl(O) =) z [Anwl'l(ka) %9 P (cosO)+JB ¥y (ka) W] .
n=1
(2.8)
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1 ) ® P (cos0) 5 )
T, 00 = § i z A_u! (ka) —STHE_ + By (ka) = P (cos6) |,
n=1 (2.9)

and at the outside shell surface:

H;I (a,0,8) = Y sinp TIlI © (2. 10)

i

Hg (2,0, 9) YcospTg © (2.11)

where

o0

1 A , nondl | 3 1

T1 ® =3 a E [Cntn(ka)+ j (ot D) ¢; ilae Pn (cos0)
=1

P (cos9)
. n 2n+l
+] [Dn Cn(ka) + 2ot D) A smG } (2.12)
P (cosG)
o .. _ .1 , n 2n+l |
T2 ©) = ) ka i [C C (ka) + alot1) "D (ka )] " sing
n=1
+ ][D § (ka) + n ‘?nﬁ) v (ka] — P (cos@) p . (2.13)

In the far zone the expressions for the scattered field can be obtained
by replacing §n(kR) and ;’l'l (kR) by the leading terms of their asymptotic
expansions for large kR, viz.:

+1 -jk
¢ (kR)~ j" Lo -JkR ,
n
Cr'l(kR)'vjne -jkR
The transverse components of the scattered electric field in the far zone

then become
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—]kR

EO = jcosf = R Si (0) (2.14)
s e-ij s
Ep = -jsinf R 52 (6) (2.15)

where Sf (0) and S; (6) are defined as the far field scattering amplitudes

and are given by

1
[00) P (cos0)
s — .n n _ 9 41
s7(0) = z j [n ———— -D_ &= P (cose)] (2.16)
n=1
1
s n d 1 Pn(cose)
82 6) = i j [Cn ) Pn (cos@) - Dn T einf :| . (2.17)
n=1
The radar cross section is therefore
o6, 9) = 0y(6. ) +oy0.0) (2.18)

where o (6,0) and op (6,9) are the component cross sections given by

2

0, (6,9) = )‘7 coszplsi‘ (6) | 2, (2.19)
)tz 2 s 2
op(O,ﬂ) == sin §D|S2 (O)I . (2.20)

2.2 Various Approaches

There are various ways of approaching this kind of boundary value
problem. One of the common approaches is by means of integral equations
in terms of the unknown aperture field. For our problem, if we introduce
two unknown functions for the tangential components of the electric field
in the aperture, we obtain two coupled integral equations involving infinite
series. These integral equations can be converted to an infinite set of

linear independent equations if we express each unknown function as a series
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of functions orthogonal over the aperture (0 <6 560). The coefficients

in the series are, of course, unknown and are to be determined. When

in the course of numerical computation each infinite series is approximated
by a finite series, the final (approximated) results depend on the choice

of the orthogonal functions used for the series expansions for the aperture
field components. For a good approximation a proper function with an
unknown constant may be introduced to represent each unknown function,

in addition to the series of the proper orthogonal functions; and by appro-
priate choice, it would appear that the resulting series could be made to
converge rapidly. It is, however, not easy to find the optimum proper
functions even though the method of trial and error might lead to ones
which are adequate.

In the second method, we can apply the variational technique to
obtain the backscattering cross section. The variational method has
received a good deal of attention in antenna and scattering problems
involving simple geometries such as a thin disc or wire, in which this
method is capable of giving an accurate approximate solution with a
minimum of computational labor (Schwinger, 1947; Tai, 1952).

We consider a scalar function U defined by

U= E.J dS , (2.21)
S

where J is the surface current density at the conducting surface S. The

function U can then be expressed in the form (Mentzer, 1955)

2
i
— S
U= o
J-G-J'ds'ds ,
s 0

18
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where Go is the free space Green's dyadic function given by

5, @/ (Tr 5 ) by o B!

€
2 ) 4 |R-R| . (2. 23)

It is easily shown that the expression for U in Eq. (2.22) is stationary with
respect to variations of the surface current density, J, about the correct
value. The relation between the function U and the backscattering cross

section can be written as

2 2
olo) = k2 lul , (2.29)

P
4zY IEII

so that, for the computation of the backscattering cross section, it is
sufficient to get an accurate determination of U.

For the case of the spherical shell segment, the total current density,
_{t is expressed as a sum of the current densities inside and outside shell

segment, and Eq. (2.22) then becomes

2
27 w it
[ff E-J sin9d9d¢J
0
o o
2r g 27 Y §
— '
ff[f f 3LG 3% sin6' do'dp'| sine do dg
J-G_ I
o 90 o 90

(2. 25)

- X
U= T%

A variational solution can be obtained by writing the current density in the

form

.
J = z a P (2. 26)
J o

n=1

where the functions ¢n are independent of each other. The coefficients,

19
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al, a2, cee aM, are determined from the linear system of M equations;
al =0 » i_=l,2,.-.M . (2-27)
aai

As noted in connection with the integral equation approach, the accuracy of the
approximation again depends on the choice of the functions, ¢1, ¢2, cen ¢n.

Thus, either approach requires a careful study of the physics of the
problem to guide the choice of a proper set of expansion functions, and it
proved extremely difficult to find such functions for the present problem.

The presence of the cavity is the main complicating factor, but other points
which should be noted are:

1) In the integral equation approach the scattering coefficients are
obtained indirectly after the aperture field is obtained. This requires
additional computations.

2) Although the variational technique can lead to a good approximation
to the backscattering cross section, the approximation of the near field
quantities is, often, not reliable. Moreover, since the numerical solution
of each approach mentioned above is carried out by reducing it to a matrix
equation, it is rather convenient and preferable to obtain the matrix formu-
lation directly from the physical characterization of the boundary value
problem.

Such an approach has been followed by Uslenghi and Zich (1965) for
the case of a perfectly conducting spherical shell with a conical hole. The
problem has been rigorously formulated by applying the usual mode matching
techniques. When the shell thickness approaches zero, the problem degen-
erates to our case, but the formulation, unfortunately, breaks down due to
the edge effect of the aperture. As a similar but alternative approach, the

method of least square error can be applied in matching modes through the
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boundary. The method is, in a sense, somewhat akin to the variational

method and provides the best approximated matching through the boundary

in the sense of least squares. The application of the least square method

will now be considered.

2.3 Method of Least Square Error

We here seek to find the scattering amplitude coefficients, Cn and
Dn’ in Eq. (2.5) by using the method of least square error. We shall
proceed to the matrix formulation by imposing the boundary conditions
directly to the field expressions given in Egs. (2.3) through (2.5).

The condition of zero tangential electric field at the surface of the

A A
perfectly conducting sphere segment (R xEI =Rx1§II = 0 for 60 <6< m
requires that for 60 <6< m
1
® P~ (cos0) 5 1
- i ' g =
z Andzn(ka) Sinb ]Bndzn(ka) 0 Pn (cosh) o, (2.28)
n=1
- 1
5 1 Pn(cose)
—_— - i 1 = 2.2
Andzn(ka) Py Pn (cosB) ]ann(ka) oind 0, (2.29)
n=1
. 1
[oe) P (cosB) 5 1
- i ! —_— =
z c ¢ (ka) =—— - D ¢! (ka) &= P (cos0)|= G (), (2.30)
n=1
1
[o0) F 3 ) Pn(cose)
i - 1 t —_— =
¥ [ Catalia) 55 P, (cosd) - iDL () o G0 ,
n=1 - (2.31)
where
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1
P (cosb)
_ .n _2n+l n . 9 1
G1(9) = - E i [W( ka) ———— - Jﬂl/n(ka) pv Pn(cose)],

n(n+1) sinf
n=1 | (2.32)
1
® ' P (cosh)
_ .n 2nt+l a_ 1 i
GZ(O) = - 2 j n(m_l)[wu(ka) pv? Pn(cose) J(,l/n(ka) s J
ot (2.33)

Also, the continuity of the tangential components of the electric as well as
A A

the magnetic field through the aperture (Rx(I_BI— I_BH) =0, Rx(I;II— LIH) =0

for 0<06< 90) requires that for 0 <6< 6 :

z {[C § (ka) - A tp (ka)] Lcosez -j [D §' (ka) - B W' (ka)] = p (cose}

n=1

= Gl(O) , (2.349)
(04} 3 . Pi(cos@)
z [Cncn(ka) -Anwn(ka)] EY) Pn (cos6) -] [\Dncr'l(ka) _anlil(ka)] siné
n=1

= G2(9) s (2. 35)

w 5 1 Pi(cose) -
z [Cngr'l(ka) _Anwr'l(ka)] EY) Pn (cosf) - [Dn Cn(ka) h ann(ka)] sinf
1

n:
= le(O) , (2. 36)

P (cosb) 3 1
z [C §’ (ka) -A gl/'(ka):l _Sme_ -j [ann(ka) -Bnﬂl/n(ka)] 50 Pn(cose)
1

n=

=] G0 . (2.37)
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From Eqgs. (2.28) through (2.35), by making use of the orthogonal
properties of the Legendre functions, it can be shown that the scattering

amplitude coefficients Cn’ Dn are directly related to the coefficients

An’ Bn by
_ .n 2n+1 :
Cnt’n(ka) = [An-] _n(n+1)] (,I/n(ka) , (2.38)
' _ n 2n+l .
Dnrn(ka) = [Bn-] n(n+1)]w (ka) . (2.39)

(n=1,2,3...)

Hence, if we substitute Eqs. (2.38) and (2. 39) into Eqgs. (2. 28) through (2. 31)
and (2. 34) through (2. 37), and eliminate the coefficients An and Bn’ we

obtain non-trivial equations for the scattering coefficients Cn and Dn as

follows:
o [ Plll(cose) 5 L )
z Cn§n(ka) “oind -JDnCI'l(ka) 20 Pn(cose)J = GI(G) , (2. 40)
n=1
. 1 -
00) 5 1 . P (cos0)
z C_¢ (ka) 2o P (cos0) -iD ¢! (ka) —— = G,(6) , (2. 41)
n=1 -

for 60<9_<_1r, and

o) Cn 5 D'1 Prll(cose)
(k.a) 89 P (COSG) l[/'n(ka) Sine =0 , (2. 42)
n=1
1
(¢) Cn Pn(cose) Dn 5
nz—l !//n(ka) sing ! ¢/' (ka) 90 P (cos®)| =0 , (2.43)

for 0< 06 <0 .
— o)
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We now seek to solve for the unknown scattering amplitude coef-

ficients Cn and Dn’ starting from Eqs. (2. 40) through (2. 43) by applying
the method of least square error. Two arbitrary weighting factors will
be introduced and will later be replaced by quantities specifying the relative
weights to be attached to the two boundary conditions -- one for the tan-
gential components of the electric field on the conducting surface and the
other for the tangential components of the magnetic field through the aper-
ture.

By introducing weighting factors W1(>0) in Eqs. (2.40) and (2. 41),
and W2(>0) in Egs. (2.42) and (2. 43), and retaining only the first M

terms, the total square error, éM can be written as

1 M Plll(cose) 5 1 2
&M = Wlf G1(9) - z Cntn(ka) NPT R DnC;l(ka) ) Pn(cose)] sin6do
6

n=1
o

1
n 5 1 Pn(cose)
+W1f GZ(G) - Cn§’n(ka) o0 Pn(cose) -j Dngl'l(ka) “oinf sinfdo =
7] n=1

) 2

9o M 1 5 1 1 Prll(cose
+W2 2 Cn ll/n(ka) % Pn(cose) —JDn ‘1’['1 (ka) sind sin6do
0

60 M ) Prll(cose) 1 8 1 2
+W2f z Cn llln(ka) .y -]Dn ‘l/;l(ka) 9 Pn(cose) sin9do .
0

n=1
(2.44)

For least square error we require that
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8g &

—M-— = —--.—'M—. = —

Yo 0 and 5D =0 (m=1,2,3... M (2. 45)
m m

from which we obtain

e |2mZme1)2
2 Tomrl wm(ka) Cm(ka) 6mn- [wm(ka) L‘n(ka) -

n=1

w -
2 1 '
- W,l wn(ka)c;a:n(ka)- Lmn(eo)} Cn'*'ji I:wm(ka)tn(ka) -

n=1

W dy
2 1 n 2n+1

- Wl ¢’r'l(ka)§=;1[ka)_ (6 ) D = -r‘b (ka) n{n+1)

n=1

m §m+1! _ <
{b (ka) l: ) s Lm“(e°£| +j¢1n(ka)§mn(90} , (2.48)

w
' _ 2 1 _
I:-.bm(ka) tn(ka’) W 1 tpn(ka) §;n(ka):| Smn(e o) Cn

n=1

2m2 m+1)2
=j ﬁ omt1 tll;n(ka)KI'n(ka)émn- l:tl/r'n(ka)C;l(ka) -
n=1

W
2 1 — n _2n+l
W, (ka):'*(ka)] n® ’} Dy= ‘”m(ka)i P oty ¥

n=1

. 2m (e 1)? -
X {Iln(ka) Smn(60)+jq';n(ka) [ ot 1 8 n Lmn(so) , (2.47)

(m=1,2,3,...., M)
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where the asterisk denotes the complex conjugate, 6mn is the Kronecker

deltaand L. (6 ) and S_ (6 ) are defined by
mn o mn o

1 1
) P (cosf) P (cosb)
ola_ _1 9 1 m n :
Lmn(eo)—f [ P (cosB) Pn(cose)+ - Sind Jélnetﬂ,
0

90 m a0 sinf
(2. 48)
0 [P} (cosh) p(cosh)
_ ol m 3 1 n 9 1
Smn(Go)—f [*sine 5 Pn(c059)+ b 29 m(cose)] sin6do .
0 (2. 49)

In order to arrive at weighting factors Wl and W2 having some physical
significance, let us consider the following square error functions (by letting
C = Dn = 0 for all n > M), normalized with respect to the corresponding incident

field components. For the tangential electric field on the conducting surface

(R=a, 90<9§7r):

E +_E_I a2 sin6dodp

fZﬂ
- - (2.50)

R=a
27

a2 sin9dodp

and for the tangential magnetic field through the aperture (R=a, 0 <6 < 90):

27 2
f f L HII a’ sin6dedP
2 =t
R=a
o 2 "*’2 (2.51)
a~ sinfdodp
R=a

It is clear that the smaller the quantities 51 and 52 become, the more

accurate the solution. However, 51 and 52 cannot be minimized at the
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same time. We here define the total (mean) square error & , which we

would like to minimize, as the ratio of sum of numerators to that of denom-

inators in Eqs. (2.50) and (2.51),

27 27 2
f f E+E;| singdodp+ f f Llyl-u?|  sinodedg
2 =t —t
R-=a R=a
27 2T 00 1 i
f I smGd6d¢ +f f — singdodp
2
0 0 Y R=a
(2.52)
Since
E, =-L cospG_(6) = cosf cosp e’ ka cos6 (2.53)
7] ka 1
R=a
Ell = L singG.(0) = -singel 20 (2.54)
/] I ka 2
R=a
we have
2r ol g2 4 1 3
E sin0dfdP = r{-+cosf + 7 cos @ ) s (2.55)
=t R-= 3 o 3 o
0 %% -2
o

and also, from Eq. (2.5) with Cn= Dn= 0 forall n > M,

2T a1 i s 2 . T Pi(cose)
Et+§tlrk sin6dodp = 5 G1(9)-§ C ¢ (ka) — o
0 9Jo -8 (ka) 0

n=1
o o

5 _1 2 4 u 8 1
_JDng’;l(ka) 0 Pn(cose) sin0db +f G2(9) -2 Cn§n(ka) Y] Pn(cose) -
6 n=1

(o]

2

Pn {cos0)
. , n " ,
j Dn§n(ka) oind 8in6do ) . (2. 56)
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Si_milarl ¥,

27 9, | 4 13
sin6dodg =1r(— -cosb - —cos 6 ) (2.57)
R=a 3 o 3 o
0 0
and
27 @0 2 M
ol I n
— |H, -H sin6dodp = T 2 ,: P (cosO)
f f Y2 t t R-a (ka) f n l/J (ka) 89
0 0
1 2
1 Pn(cose)
- indd +
]Dn Wr"(ka) sing Sin6df

Oo M 1 Plll(cose) 1 2
+ f z c_ @ s T iD_ 7 ) ae Pn(cose) singds
0 n=1

(2.58)

Substituting Eqs. (2.55) through (2.58) into Eq. (2.52), and letting& =EM,

we obtain
3 1
W, =W, = = —— , (2.59)
1 2 3 (ka)2
Ey=Cet&y - (2.60)
where 2
P (cosB) 5 1
E = = f G (0) Z[C §( ka) ————— -jD §'(ka)5é-Pn(3059£| sin6do
I
2
7 P (cos0)
+f G (0) Z[C § (ka)— P (cosB) - ]D C'(ka) W sin6dd ¢
7]
° (2.61)
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1 2
6 M P (cos0)

_3 1 o 1 i) 1 s 1 n .

Eu™ 38 2 Z[Cn o (ka) 20 Fn(®°%9)-iD 7y ~ein6 ] 8in6dd
(ka) - n n
0 n=1
1 2
M
e c — P“(cose)-jn L2 plioso)| sinoas
n wn(ka) sinf n w;(ka) 96 n
0 n=1

(2.62)

E E and EH are square errors related to the electric and magnetic field
components respectively. The weighting factors given by Eq. (2.59) are
convenient since we are dealing with the total mean square error function
EM and only a single constant need be given to determine the number of
modes, M, regardiess of the values of ka and 90, for the same degree
of error.

If we substitute Eq. (2.59) into Eqs. (2. 46) and (2.47), and re-arrange,

we obtain the matrix equation

[bpq] yq] = gp] , (p,a=1,2,..., 2M (2.63)

where the following notations have been introduced:

2 2
_ 2m“(m+1) 2 1 )
Pam-1,20-1"  2mrl [“’m(ka)] Gmn+[§n(ka)§;'n" (ka)
-wn(ka)wm(ka)] L_6), (2.64)
I R S
bzm'l’zn—[gﬁ(ka“;(ka) Wn(ka)!l/m(ka):l Smn(eo) , (2.65)
2 2
~2m (mtl) [, 2 1 )
2m, 20" 2m+l [“’m‘ka’] 5mn+[§;(ka) g (ka)
-w;(ka)w;n(ka)] L .6 - (2.66)
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= __1_'___ - 1
b2m, 2n—1_[§n(ka)§;:(ka) wn(ka) wm(ka)] smn(eo) , (2.67)

Cn(ka)
Yon-17 y_(ka) S (2.68)
§ (ka)
Y2n= wl (ka) Dn I (2. 69) .

2 2
n 2n+l 2m (m+1)
(ka) E wn(ka) [———— )

g2m—1= B n(n+1) 2mt1 mn

- Lmn(Gothl/l'l(ka) Smn(Go) , (2.70)

— .n _2n+l
v (ka)i n(n+1) wn(ka) Smn(eo)

n=1

2 2
+jw;l (ka) l:‘zw)— 6 - Lmn(eo):l (2.71)

2m+1 mn

It should be noted that for the special case in which wr(ka) =0, Eq. (2,38)
gives Cr= 0 and the expression [§r(ka)/ x//r(ka)] Cr in Eq. (2.68) must be

replaced by r 2r+l
Ar b r(r+)

Similarly, if ¢! (ka) = 0, we have D_= 0, and [e1 (ka) / w;(ka)] D_ in Eq. (2.69) .

T 2r+l
[Br_1 r(r+1)]

The 2M unknown scattering amplitude coefficients, Cn and Dn (n=1,2,...M)

must be replaced by

can now be approximated in the least square sense by solving the 2M x2M
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matrix equation (2. 63) obtained by imposing the boundary conditions and
letting Cn= Dn= 0 for all n> M. The coefficients, Cn and Dn do not
enjoy the property of finality. However, this approximation converges to
the exact solution as M approaches infinity. In actual computation, there-
fore, the number M must be large enough to give sufficient accuracy, but
small enough to keep the computation time reasonable. It is well known
that in solving large systems of linear equations, matrix iterative methods
(Varga, 1962; Cole et al, 1967) give distinct advantages, most notably with
respect to the speed of execution, over conventional matrix inversion methods,
provided the corresponding iterative matrix has a reasonable rate of con-
vergence. Fortunately, the matrix bPq in Eq. (2.63) is Hermitian and
also positive definite if 60 # 0, and it therefore guarantees that the Gauss-
Seidel iteration will always converge when applied to Eq. (2.63) (Appendix B).

The number M can be determined according to the accuracy we require.
For example, we may require the total square error SM to be less than a
given small positive quantity 6. It is known that the accuracy of the solution
improves as EM approaches zero, and if we have EM= 0, the expression
becomes exact, except at the points where it has a discontinuity or singularity.
Nevertheless, €M is not a measure of the error in the customary sense since
an accurate computation of the error would require a knowledge »f the tan-
gential components of the electric and/or magnetic fields over the entire
boundary surface. However, it should be noted that eM provides at least
a valid measure of error for the tangential electric field at the conducting
spherical shell where we know RxgI = Rx_l';II = 0.

It is expected that the solution of Eq. (2.63) will converge only slowly
to the exact answer as M increases due to the field singularity at the edge
of the aperture. From the edge condition it is readily seen that at the

boundary surface the §-component of the electric field for 60 <0 and also
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the 6 -component of the magnetic field for 8 < 60 vary as the inverse square

root of the distance from the edge, while the f-components have no singularity

at all. Consequently, the infinite series involving the scattering amplitude
coefficients, Cn and Dn in Egs. (2. 40) and (2. 42), which are respectively
related to the 6-components of the electric and magnetic field at the bound-
ary, introduce significant errors near the edge when the series are approxi-
mated by the first M modes even if the number M is chosen large. To
overcome the slow convergence of the solution due to the edge effect, the
above least square method can be modified by separating out the correct
surface field behavior at the edge of the aperture. This modified method

is presented in the following section.

2.4 Modified Formulation

To separate out the field having the edge behavior from the total field
expression, we should first of all determine functions which satisfy not
only the edge condition but Maxwell's equations as well. It is in general
extremely difficult (if not impossible) to obtain such functions explicitly.

But since the general formulation of solution presented in Section 2.1 is

in terms of spherical vector wave functions (and therefore each term satisfies
Maxwell's equation), and must contain the edge singularity, a possible approach
is to pinpoint those terms which can become infinite at 0 = 90 and thereby
separate out the singular point.

Let us therefore examine Eqgs. (2.40), (2.41), (2.42) and (2. 43) which
are related to E; , E; , H; - H;I and H; - H;)I at R=a, respectively. We
know from the edge condition that both functions E; and H; —H;I satisfy
Dirichlet's conditions with IB _00|—1/2 singularity, and hence the terms

in the series expansion of each function are 0(1:1?1—) for n large (Carslow,

1930). On the other hand E; and H’ID - H;I are bounded and otherwise
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satisfy Dirichlet's conditions, and hence the terms in the series expansion
of each function are at least O(i—) for n large. Therefore, together with

the asymptotic forms, for large n,

1
¢ (ka)~ i [(2n-1) .... 5-3:1]
n (ka)n
. 1
¢! (ka)~ -i —— n [(20-1).... 5-31]
(ka)
1 1 [
~ (2n+1) (20-1) ... 5:3-1]
:pn(ka) (ka) n+1
1 1 1
~ (20+1) (20-1) .... 5-3-1]

1
tpn(ka) (ka)n n+1 [

1 2n 1 1
Pn(cose)~ “Y7simg  ©°S (n+2)6+4 , n>> 10
9 1 2n 1 T
0 Pn (cosf)~ n 7oing SiP (n+2)6+4 , n>> sing

a close examination of each term in Egs. (2.40) through (2. 43) reveals that

1 9 .1 1
Cn tpn(ka) 90 Pn (cos) ~ C{fr?) ’

' 9 pl ~a L
D §‘n(ka) % Fo (cos0) O(»fr?) .

and only the series

- 1 ) 1 2O s 1
' —

zcn lpn(ka) o0 Pn(cose) and 2: Dn cn (ka) o6 Pn(cose)

n=1 o=
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have '6 -6°| -1/2 singularity at the edge.

Since, from Appendix C

0 . 0<8 < 90
@
2 ol o
2 7, 0 Pn(cosﬂ) ,
n=1 cosO‘{2(cosO -co?&'+—ﬂi-—,6 <6<
o 12(coseo-cose) 0
(2.72)
sin26
-cose'{z(coae-cose Y+ ———————,0<0 <0
® . o '{2(cose—coseo) o
2611 -8—5 Pn(cose) =
n=1 0 , 6 <9<r
° (2.73)
where
Y, = Re {an} , (2.74)
6n = Im {an} . (2. 75)
fe—2 .11,
n (2n~1)(2n+3) n (20+5)(2n+3) n+2 (2n-3)(2n+l) n-2°
(2.76)
bn - ei(n+ 1/2) 8, . (.77

we notice that Eqs. (2.72) and (2.73) behave the same as the 8-components
of the magnetic and electric field respectively in the neighborhood of the edge.

Now, introducing some constants K, and K2‘ if we let

1

C, = c,tKy, (ka) v (2.78)
1

D, =d +K, e (ka) 5, s (2.79)
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Egs. (2. 40) through (2. 43) can be rewritten as

(o) Plt(cose) 5 1 (o0 0) Prll(cose)
z cncn(ka) sinf -] dngé(ka)g Pn(cose) +K12 ann(ka) §n(ka) sind
n=1 n=1
-iK \ 6 Q-Pl(cose)—G(O) 0 <6<~ (2. 80)
22 n 89 n 1 "o ‘
n=1
1
(0] 5 1 . Pn(cose) fo0) 5 1
z ¢l lka) 55 P (cos6) - jd ¢ (ka) —2—— +K12'yntpn(ka) ¢_(ka)>= P (cos6) -
n=1 n=1
o) Ptll(cose)
"Kzzénw =G,0) , 6_<6<7 (2. 81)

1
o) P (cosf) @
ZI: L 8_ —P (cosG) ]d L n J+K12‘Y 8—P (cose)_

n Yy (ka) 96 n ¢'(ka) sinf Y
n=l . n=1
5 P (cos)
IR z (//'(ka)t (ka) sm9 =0 ,0<6<6 (2.82)
! 1

[00) Pn(cose) 1 8 W Pn(COSG)
2150 v “sme i v (ka) 06 © w(cos9) KUY T
n=1 ’ n=1

®

z ka)§ (ka) 86 P (cosf) =0, 0<O <6 o' (2. 83)

We again apply the least square method to Eqs. (2. 80) through (2. 83) retaining
only the first M terms for the coefficients cnand dn' Since the series having

the coefficient K2 in Eqgs. (2.80) and (2.81) and having the coefficient Kl in
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Egs. (2. 82) and (2. 83) vanish according to Eqs. (2.72) and (2.73), the total

square error, 6M is given by

n
g _3_1
i

0

M P (cosO) 3 1
G1(9)-Z[ C (ka) Py -Jducr'l(ka)g Pn(cose)]

n=1

[s9) Prll(cose) 2
-Kl z ‘ann(ka) Cn(ka) sin6

n=1

3 1 P;(cose)
G2(9) - [c nCn(ka) % Pn(cose) - jdn §;l(ka) - ]

sinf

sinfdd +

T
. f
0 n=1
o

2

1 sin6dg +

)
-K 1 ﬁ 7nwn(ka) Cn(ka) %9 Pn(cose)

n=1
0
0

1

M P (cos0)
1 6_ 1 n

2 [cn v,_(ka) 30 (°°59) ~id, t//['l(ka) sinf _]

n=1

& P (cos6)
-JK 2 z//'(ka)c ) s

1
< Fafcosd sja —— & plicose)
¢y w (ka) sin 1% vi(ka) 8 n cos

n=
2
sin6dg , (2.84)

sinodd +

f

2 6n a 1
-JK?.. 2 m 9 Pn(COSB)
n=1 n n

36



where we have used the same weighting factors W1 and 'W_ given in Eq. (2.59).

2
The requirement that

= m— =0, (m=1,2,...M)
acm adm
and
o _ agM
axl 3K2

leads to a linear system of 2(M+l) equations in the 2(M+1) unknown coefficients

cl, Cos voeo cM, dl’ d2, cen dM’ Kl’ K2. After some manipulation
those equations can be written in matrix form as
a x\=f1, ,a=1,2, .... 2(M+1)) 2. 85)
[ pq] q] p] (p.q ( (

where the following notations have been introduced:

2 2
_ 2m (m+1) 1 _
aZm-1,2n—1_ 2m+1 wm(ka)gm(ka)émn+[wm(ka)ffn(ka)

-wn(ka)cn(ka)] Lmn(eo) , (2. 86)

1
22m-1,2n" [wm(ka)ti‘n(ka) )

wl'l(ka) cl'l(ka):l Smn(eo) . (2.87)

2m2(m+1)2 : 1
2om,2n”  2m+l w;n(ka) g1r'r1(lm')6mn+[’ﬂ;rn(k::l) E;;:(ka) -
-w;l(ka) cl'l(ka):| Lmn(eo) ) (2.88)
1
#2m, 2n-1" [w;nma) ¢ (i)~ Vn{? Cn“‘a’] Smn®) - (2. 89
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1 3%
2om-1,2M+1" ¢ (ka)C® (ka) 22M+1, 2m-1
m m

2 2
2
= mzf::ll) ‘Ymr//m(ka)l:m(ka)-i Yy, (ka)€, (ka) L (6 ),
1=1
(2. 90)
I W
fom, 2M+1” ¢' (ka)e™ (ka) 22M+1,2m
m m
(0 0]
= - 2 7,0, (kalt, (ka) 5, (6) (2.91)
771
BoM+2, 2m-1" V(KB € (ka) a -1, 2M+2
(03]
z d/z'(ka)f"(ka) Slm(eo) : (2.92)
1=
Bom+2, 2m” Ym@ () 2o ontes
%
= i m LZm(eo) , (2.93)
2=1
M1, 2M+2™ 2202, 201" O (2.94)
[09) 2 2 2
_ 22 (2+1) _
BoM+L, 2MF1 20+1 lyz“'z(ka)cz(ka)
771
® . §
"2 f ‘)’id/i(ka)fi(ka)‘}’z ¢'£(ka)§£ (ka) Lil(eo) , (2.95)

i=1l £=1
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5 5*

[0 0]
i=1 £=1
Xon 1™ T (2.97)
20-1" y _(ka) ®r ¢ .
Xpo™ ) Ty 9 (2. 98)
2n !//:l(ka) n °’ .
om+1” B1 ¢ (2. 99)
omr2 1Ky (2. 100)
2m z !(1+1) 2m+1 tm™ “tm" o
+iy, (ka) s, (6)r , (2.101)

2 2
f, = i f 2l v,(ka) 8, (6 )+jy;(ka) [ziim*—l)— 8 (6 )]

2m LTI oot otm Cam'%

1=1

(2.102)
L 20+1 §1+1?
fom+1™ - f (ke £ (ea) 2 2(t+1) V’t(ka)[ 2l ot1 "
i=1

-L, i(eo)] +ju)(ka) 8, (6 ) (2. 103)

fongrg = © ) (2.104)

(m,n:1,2,....,M)

Although some of the above matrix coefficients are more complicated in nature

than those appearing in Eq. (2.63), the solution of Eq. (2. 85) gives rise to
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less error than that of Eq. (2.63) if the dimensions of the matrix equations

are taken equal. The labor involved in obtaining a solution to a specified

degree of accuracy is therefore less if Eq. (2. 85) is used rather than Eq. (2.63).

At the surface, R=a, the scattered tangential electric field can be

written in terms of the solution of Eq. (2. 85) as

S ] M Pi(cose) -
Ee(a,6,¢)~ﬁ z [x2n-1¢n(ka) Cn(ka) " sin® ¥
n=1
1
5 ! D Pn(cose)
+x2n¢/n(ka)§’n(ka) 5 Pn(cose) +x2M+1 Z'yn({/n(ka)g’n(ka) e +
n=1
+x2M_‘_2 r‘l’e(e) cosf (2.105)
S 1 X a 1
Ega,0,0) ~ - z l:xzn_lwn(ka)gn(ka) =5 P (coso)+
n=1
Prll(cose) ® 5 ]
+x2n¢;1(ka)§1'1(ka) ind _—|+ XM+ 1 Z‘}’ndxn(ka) Cn(ka) 20 Pn(cose) +
n=1
(6) » sinf (2.106)

o2 Mg

where r'l 9(6) and r‘l p(e) are, for convenience, defined as

.2
sin 0 . - cos@ /'2(cos9-cose ) , for 0<0<6
{2(cose-coseo) o - o

|-'1, o® =

0 s for60<6 <7
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- "2(cosG—cosGOT , for 0<6<6_

r']. , p(e) =

o |, for60<65_7r

Also, the surface current components are, at the inside shell surface,

TI(6)~ 0 jkacos6+ g u ' (ka)e (ka) ?—Pl( o)
1 -cosf e ka 2 xzn_lx//n a§’n a 50 ncos
n=1
Ptll(cose) (00 5 )
_x2n(//n(ka) §1‘1(ka) Sind ]+X2M+1 z 'Yn(//;l(ka) Cn(ka) £ Pn(cose)_
n=1
(o) (//n(ka) Prll(cose)
“Fom2 2 ®n ! (ka) sinf ’ (2.107)
n=1 n
M Pl(cose)
I ~ - jkacosf, , n )
T2 ©® © M ka z [XZn-lwn(ka) Cn(ka) sinf
n=1
1
‘ 9 1 [00) ' P (cosh)
_x2n¢n(ka) Cn(ka) £ Pn(cose +x2M+1 z'yn(//n(ka)};’n(ka) _EI_IT
n=1
03] ¢_(ka)
n a_ 1
~Xon42 z 5 ‘//;l(ka) % P (cos6)y , (2.108)

n=1

and, at the outside shell surface,
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. . o a— 1
Tlll(G) ~ -cosf e‘]kﬁl cosO+ L {i [x2n-1wn(ka) En(ka) 29 Pn(COBO)

ka n=1
Pi(cose) 5 1
_x2n n(ka) {n(ka) sin6 ]+x2M+1 i ‘ann(ka)gr'x(ka) g Pn(cosO)-
n=1
o) gn(ka) Plll(cose)
~Xam+2 2% ¢'(ka)  sind ’ (2.109)
n=1 n
M Pl(cose)
i ~ - jkacosf, j .
T2 ©® e *+ ka z [x2n-1wn(ka)§n(ka) s8inf
n=1
1
' 3 1 o) ‘ Pn(cose)
-x2nwn(ka) Cn(ka) 8_6- Pn(cose) * x2M+1 2 ‘ann(kamn(ka) s8inf -
n=1
¢ (ka)
n 9 1
=Xy ién tl'l(ka) % Pn(cose) . (2.110)

n=1

In the far zone, the scattering amplitudes are, from Eqs. (2. 16) and
(2.17),

Pl(cosd)

M
s i° n - 1 a_,1
S]L(O)N ZJ [x2n_1¢/n(ka) 5100 sznwn(ka) P Pn(cosoil+
n=1
Qo Pl(cosO)
n n . n 1 a 1
X oM+1 ZJ T ¥ ka) — e i Xoaa z is, ¢ (ka) 26 P (cosf) ,
n=1 n=1
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M Pl(cose)
50~ §° i*lx. ¢ (ka) & Pl(cosd) -jx. u'(ka) —mr
2 2n-1"n 99 n 2n'n sinf
n=1

1
oo oo P (cosB)
n 3 1 , n 1 n
T XoMs1 Z’ T¥n{ka) 55 Polcosd)-ixyp Z Vo i)~ sing
n=1 n=1 n
(2.112)

It should be noted that Eq. (2. 85) can also be solved by the Gauss-
Seidel iterative method. This is easily shown by associating Eq. (2. 85) with
a positive definite Hermitian matrix after some matrix transformations
(Appendix B). Even though we have overcome the slow convergence due
to the edge behavior of the field, the order of the matrix [apq] has to be
increased, as ka increases, to maintain a given accuracy of solution. In
consequence, the use of the Gauss-Seidel iterative method is both convenient

and desirable if ka is large.
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CHAPTER I
NUMERICAL RESULTS

3.1 Results of the Original Method

A computer program with double-precision mode (about seventeen
significant decimal digits) was written for the University of Michigan
IBM 360 computer to calculate the surface and far fields. The scattering
amplitude coefficients, Cn and Dn (n=1,2, . . . M), were first computed
from Eqgs. (2.63) through (2.71), obtained by the unmodified least square
method (we will henceforth refer to this as the original method). From
these, all the field quantities were then computed.

The backscattering cross sections of the spherical shell with the
aperture angle, 90= 30° were computed with various values of M ( =
number of modes incorporated), and they are given in Fig. 3-1. The
results indicate that the solution converges slowly as M increases except
in the region where ka is small (less than about 1.2). This is further con-
firmed by comparison with the experimental results given in Fig. 4-4,
Chapter IV, Even with a fairly large M, say M=40, the computed results
differ considerably from the experimental results in the region of ka >2,0.

In order to examine the accuracy of the solution over the boundary
region, the tangential components of the total electric field were computed
from the approximate scattering amplitude coefficients, Cn and Dn
(n=1,2, .. . M) for M=30 and 50 with ka=2,0 and 90=300. Their amplitudes
are plotted in Figs. 3-2a and 3-2b, From the edge condition, we know that
the field E 0 at the edge, 6=30°, of the aperture has a singularity of order
p-1/2, where p is the distance from the edge. Also, knowing that the
exact tangential components of the total electric field must vanish at the
conducting surface, R=a and 30°<0 < 180° , we see that the results give

a poor approximation to the exact field near the edge of the spherical shell.
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Although the results for M=50 are an improvement over those for M=30
and also give some indication of the field singularity at the edge, it is
believed that the rapid oscillations appearing in Ee over the aperture

do not represent the actual field characteristics. Since only a finite number
of modes (=M) is retained in approximating the field having the edge singu-
larity, these oscillations are believed due to Gibb's phenomenon which
occurs whenever a discontinuous function is approximated by a finite series.
In order to overcome the difficulties arising from the edge singularity, the
original formulation has been modified, and all subsequent computations

were carried out using this modified method.

3.2 Results of the Modified Method

The original computer program was modified to compute the scatter-

ing amplitude coefficients from Eqs. (2.85) through (2. 104), derived by
using the modified least square method. In this programming, considerable
care was taken in the computation of functions such as ://n( ka) , Cn( ka) and
Ptll(cos 6) for large n. A brief description and listing of the main program
and related subroutines are given in Appendix D.

The backscattering cross sections of the spherical shell with 90=30°
and 90° were computed for 0.8 < ka < 4.8 and plotted in Figs. 3-3 and
3-4 respectively. The numbers M=10 for ka < 1.1 and M=20 for
1.1<ka < 4.8 were used in the computation except in the vicinity of ka
values where a sharp peak in the scattering cross section was expected,
where M=30 was chosen. The results near this peak appear somewhat
less accurate than those further away for the same number of modes
retained in the computation. It is, however, believed that the number
M=30 is large enough to give a reasonable approximation to the exact cross
section in the region we are interested in. To show the rate of convergence
of the solution near this peak, the backscattering cross sections and the

error gM (see Eq.(2.84)) for ka = 2.4, 3.4, 4.0 and 4.7, with various
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values of M are tabulated in Table 3-1. The results obtained from the

original computation was also included to show the significant improve-

ment achieved by the modified method. Although the value of 8M

cannot be explicitly related to the error in the backscattering cross section,
an error E M less than about 0.4 x 10-2 seems to provide an adequate

- criterion for the computation of the backscattering cross section. The
computed cross sections are compared with the experimental results in
Figs. 5-1 and 5-2, Chapter V, and 2 detailed discussion will be given in
Chapter V.

The tangential components of the near field were computed at R=a
for ka=2.0, 2.5, 2.75 and 4.0 with 90= 30° to compare with either the
exact answers or experimental results and possibly to obtain some insight
into the scattering behavior of a spherical shell. In Figs. 3-5 through
3-8, the amplitude of each tangential electric field components, and in
Figs. 3-9 through 3-12 the amplitude and phase of TIII(G) and T;I(G)
are plotted with theoretical values for a solid sphere with the same ka.

A close examination of Figs. 3-5 through 3-8 reveals that the larger the
amplitude of the tangential electric field in the aperture becomes, the
larger the error near to the edge of the conducting surface and also the
larger the amplitude of the oscillations in the aperture. Separate compu-
tations for M=20 and M=30 in Fig. 3-8a and 3-8b show quite a close
agreement between them except for different shapes of small oscillations
over the aperture. Very similar behavior can also be observed in TIII(G)
and T;I(G). For ka=2.5 (Figs. 3-10a and 3-10b) rapid but small oscilla-
tions appear in the amplitude and phase of TIII(G) while the amplitudes of
TIII(G) and T;I (6) suddenly become small over the aperture. On the other
hand, for ka=2.75 (Figs. 3-1la and 3-11b) the amplitude and phase of
T?(G) as well as Tg(e) show no such rapid oscillations, and apart

from the singular discontinuity at the edge of the aperture, the variations
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M=10 M=20 M=30 M=40
ka
0.99816% 1.1673% 2.9314%
2 4 (0.6237x 10 ) | (0.4329x 10 ) (0.2708 x 10 )
2.3053 4.6119 5.1721 5.1839
(0.2768x 10 ) | (0.7552x 10 <) | (0.3298 x 10 ) | (0.2417 x 10 “)
34 2.7291 3.9029 4.0281 4.0196 _,
: (0.1287x 10 ) | (0.5047x10 ) | (0.4239x10°°) | (0.4033 x 10 )
3.6001 3.6107
1.0 (0.5064 x 10'3) (0.3226 x 10‘3)
a7 2.97114 4.5605 s, 4.7331
) (0,1142 x 10" ) | (0.4581 x10°°) | (0.3594 x 10°°) | (0.3441 x 10™°)

(): Computed values of the Error Function iM.

*: Results from the Original least square method.

TABLE 3-1: COMPUTED BACKSCATTERING CROSS SECTIONS of(0)/ 1ra,2 FOR 90= 30°
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across the aperture are quite smooth. The computed results of the surface

field components are believed very close to the exact solution, apart from
small oscillations observed above. The results will be confirmed by
comparing with the experimental results in Chapter IV.

The bistatic cross sections have also been computed for 90= 30° and
ka=2.5 and 2.7, corresponding approximately to the frequencies for
maximum and minimum backscattering cross section, respectively. The
results for $=0 (E-plane) and §=7/2 (H-plane) are plotted in Figs, 3-13
and 3-14 in which the curves are normalized with respect to the backscat-
tering cross section of a solid sphere for the same ka. Near the forward-
and back-scattering directions, the cross section of the spherical shell
is enhanced for ka=2.5 and reduced for ka=2.7, but in all other
directions there seems to be no significant difference between a spherical

shell and a sphere in the bistatic pattern.
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FIG. 3-13a: COMPUTED BISTATIC SCATTERING PATTERN OF A

SPHERICAL SHELL FOR ka=2.5 WITH 6 = 30°. DASHED
LINE IS FOR A SOLID SPHERE. #=0.
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FIG. 3-14a: COMPUTED BISTATIC SCATTERING PATTERN OF A

SPHERICAL SHELL FOR ka=2.7 WITH 6 =30°. DASHED
LINE IS FOR A SOLID SPHERE. §=0.
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CHAPTER IV

EXPERIMENTAL RESULTS

4.1 Experimental Models and Facilities

To obtain some physical insight into the scattering behavior of a
spherical shell and to confirm the numerical results, a series of
measurements was carried out on spherical shells with various aperture
angles, 90. All the backscattering and surface field measurements were
made within the L-, S- and C- band regions. Since frequencies between
these bands were not available, two different sets of spherical shell models,
about 2.55 and 3.09 inches in (outside) diameter, were used to span the
entire range, 0.7 < ka < 4.85. Each spherical shell was made by joining
two hemispherical shells (cold drawn from thin steel sheet) and then cutting
a hole of appropriate size in the top of one of the hemispheres. A photo-
graph of some of the models is shown in Fig. 4-1. Altogether, eleven such
models were constructed; five models in each (diameter) set with 60 = 150,
30°, 45°, 60° and 90°, and a complete shell (sphere) of 3.09 inch diameter.
The sphere was used for calibrating all the measured data. The shell thick-
nesses were somewhat non-uniform varying from 0.015 to 0.020 inches
for the 2. 55 inch models and from 0.030 to 0.040 inches for the 3.09 inch
models.

The backscattering measurements were made using conventional c. w.
equipment in an anechoic room, where the complete backscattering patterns
for both horizontal and vertical polarizations could be taken. The surface
field measurements were performed in a tapered anechoic chamber speci-
fically designed for such measurements. A probe traversing mechanism

is mounted above the chamber and the probe, with its coaxial lead supported
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by a balsa wood tower, extends vertically through the ceiling. The mech-

anism is capable of moving the probe around a horizontal circle and in a
direction specified by rectangular coordinates as well. The photograph in
Fig. 4-2 shows a model being probed in the anechoic chamber as viewed
from the position of the antenna. A detailed description of this surface

field measurement facility has been given by Knott et al (1965). The per-
formance of this facility is known to be quite reliable in the surface current
measurements if the model is a perfectly conducting obstacle and the polari-
zation of the incident field is horizontal. For other near field measurements,
its performance is, often, notreliable, and the near field probing was there-

fore limited to the current measurements for horizontal polarization.

4.2 Backscattering Measurements

Backscattering measurements were made with all eleven models in the
L- and S- band regions and were extended to the C-band region ounly for the

3.09 inch models. The corresponding covered ka ranges were:

ay

ka = 0.70 ~ 1. 10 (L-band)

ka = 1.50~ 2,72 (S-band)
for the 2.55 inch model, and

ka = 0.85 ~ 1.40 (L-band)

ka = 2,18 ~ 3,20 (S-band)

ka = 3,30~ 4.85 (C-band)
for the 3.09 inch model.

The distance from the transmit-receive antenna to the supporting
pedestal was 9 feet and the model was placed so that the plane of the aper-
ture was parallel to the axis of the pedestal. When the aperture of the model
was directed at the antenna (6 = 0), the measurement for each model was

repeated two to four times for the same ka value and the results were
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averaged to give more reliable experimental data. The measured back-
scattering cross sections normalized to the geometrical cross section,
1ra2, are shown in Figs. 4-3 through 4-7. In the regions 0.7 <ka < 1.1
and 2.18 <ka < 2.72 where the measurements with the different diameter
models overlap, two sets of data are given. It is interesting to note that
marked reductions in the backscattering are obtained in the vicinity of the
resonant frequencies of a spherical cavity (lowest resonant mode in the
spherical cavity occurs at ka = 2,75, the first root of w‘l(ka) =0 and
the next lowest mode at ka = 3. 87, the first root of wé (ka) = 0, and the
third at ka = 4. 49, the first root of z/;l(ka) = 0). These resonant effects
are particularly strong for 90 = 300 and 450. For 90 = 150 it is pre-
sumed that the coupling through the small aperture is insufficient when
ka = 2.75, and for 00 > 45° the detuning of the cavity resulting from the
large size of the aperture can no longer be ignored.

Four complete backscattering cross section patterns in the E-plane
(p =0) for ka = 1.0, 2.0, 2.75, and 3.0 with 00 = 30o are given in
Fig. 4-8. It is observed that when ka = 1.0 the spherical shell model has
almost the same cross section as a solid sphere of the same size. As ka
increases, however, the effectof the cavity becomes more apparent and the
variations of the cross section as a function of 8 increase. For ka = 2.75

the relative cross section is reduced to about -14 dB at 6 = 00.

4.3 Surface Field Measurements

The current components on the outside of the spherical shell were
measured for 3.09 inch model with 90 = 300 at frequencies 2.432, 3.344
and 3.648 GHz, corresponding to ka = 2.0, 2.75 and 3.0 respectively.
The measurements were made with the aperture of the spherical shell
directed at the antenna (6 = 0) at 5-degree intervals of 6 along the con-

ducting surface and normalized with respect to the theoretical values for a
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solid sphere at 8 = 0°. A horizontal probe (bent about 1/4 inch from the

end so that the plane of the loop is perpendicular to the lead) was scanned

all the way around the spherical shell surface in a horizontal plane (f =0)

to measure the amplitude and phase of T;I (). The data was then averaged
about the zero aspect to remove the asymmetrically induced error compon-

ents in the probe. Since the probing mechanism is incapable of rotating the
probe along the vertical plane (§ = %), two separate measurements for

TllI (6) were taken along the upper half of the spherical shell surface for

each ka. In the first a horizontal probe was used and next a vertical probe
(with no bent portion). Of course, by taking the vector sum of these two measure-
ments, the amplitude and phase of TllI (6) were deduced.

The results are presented in Figs. 4-9 through 4-11 with the computed
values for comparison. In Figs. 4-12a and b the measured and theoretical
values of T1(9) and T2(9) for a sphere with ka = 3.0 are given to indicate
the accuracy of the measurements taken for the spherical shell. Figs. 4-12a
and b show that the experimental errors are about 0.6 dB in amplitude and
15 degrees in phase. The differences between measured and computed results
in Figs. 4-9 through 4-11 are of the same order as those in Figs. 4-12a
and b, except in the immediate vicinity of the edge where the discrepancies

can be attributed to the interaction of the probe with the edge.
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CHAPTER V
DISCUSSION

In order to confirm the theoretical predictions, the computed cross
sections are compared with the experimental results for 60 = 300 and 90°
in Figs. 5-1 and 5-2 respectively. The agreement is very good, although
we do observe that the experimental points lie somewhat higher than the
predicted curve in the regions near to peaks and that the experimental points
are, in general, shifted to the right about 2 percent in ka. This shift can
be attributed to the fact that the shell of the experimental model has a finite
thickness, while that used in the analysis is assumed to be infinitesimally
thin. The shell thicknesses are, in fact, between 1.9 and 2.6 percent of
the outside radius for the 3.09 inch diameter models used in the range
ka> 2.72. If, therefore, the experimental data were plotted as a function
of k times the radius of the cavity, the data would match the predicted curve

as far as the shift is concerned (note that the outside radius is used in ka,

e e

Figs. 5-1 and 5-2). This implies that the cross section of a spherical
shell depends more closely on the size of the cavity than on the outer dimen-
sion of the spherical shell.

In Chapter IV we observed marked reductions in the backscattering
cross section at values of ka near to the resonant frequencies of a (closed)
spherical cavity when the aperture is of moderate size. Hence, it must be
true that the cavity itself plays quite a significant role in the modification of
the scattering, and that the modification depends on the electrical size of
the cavity. Unfortunately, the reason for the differences between the experi-
mental and theoretical values near to the peaks is not precisely kmown. Al-

though the deviations are less than 1.4 dB, it is interesting to note that
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repeated measurements for the different diameter models produced uniform

"curves" differing from each other by about 1 dB in the region of the first
resonant peak for 90 = 30° (see Fig. 5-1). Since only the 3.09 inch diameter
models were used for ka > 2.72, the existence of such deviations between the two
models for ka > 2.72 is unknown. These experimental deviations could be
attributed to one of the causes: the difference in the shell thickness between
two models, non-uniformity of the shell thickness or even the unknown fre-
quency sensitivity of the experimental facility.

Returning to the cavity resonance phenomenon, an examination of the
computed and experimental data for the backscattering cross sections with
various aperture angles reveals that the marked reductions and sharp peaks
occur always at frequencies just below the free resonance frequencies of a
spherical cavity. The decrease in the resonant frequency of the cavity can
be explained by perturbation theory (Slater, 1950) if we regard the aperture
as a perturbation applied to the closed spherical cavity. In such a case,
power flows out through the aperture (wall) and a loss is introduced. Accord-

)

ingly, we have a finite Q associated with the loss through the wall (Q wall
and the resonant frequency of the perturbed cavity becomes smaller than
that of the closed spherical cavity. A quantitative analysis of the perturbed
frequency is, unfortunately, extremely difficult even for a small aperture
size, and no such analysis has been attempted.

In the vicinity of the resonant frequencies of the cavity, the field quan-
tities associated with the cavity are extremely sensitive to small changes in
frequency. In particular, we would expect a rapid change in the phase of the
field scattered (or reflected) from the cavity as the frequency of the incident

field varies near the resonant frequency. This phase change produces a

rapid change in scattering cross section from a maximum to a2 minimum
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since the field scattered by the rest of the shell (e.g. the outside surface and

edge of the shell) varies only slowly with frequency. The rapid change in
cross section is especially evident at frequencies near to the cavity reso-
nances when the aperture is of moderate size. Such a frequency sensitivity
can be seen in all cases for which 15° < 60 < 45°. Extreme instances are
-shown in Figs. 4-3 and 4-4. With 60 = 150, for example, the backscattering
cross section has a sharp peak (o(0) = 3.2 n% at ka = 3,82, where a

is here the cavity radius, but an increase in ka of only 0.03 is sufficient

to reduce this to a "aull" where ¢ = 0.3 1ra2. As the aperture size increases
(8o > 450) the effect of the cavity resonance becomes insignificant, and no
such rapid change in the scattering cross section now occurs. It is interesting
to note that a spherical shell with aperture-on incidence has, in general, a
higher backscattering cross section than a solid sphere except for ka near

to a cavity resonance, and that the narrow band frequency characteristic near
the resonance frequencies of the cavity is inherent in this type of geometry.

At this point it should be mentioned that ray optical techniques have been
examined in an attempt to explain and clarify the scattering behavior. Such
techniques are often valuable not only as a means of estimating scattering,
but also because of the physical insight that they provide. With the present
problem, however, the incorporation of effects due to edge diffraction, creeping
waves, transmission through and reflection at the aperture, etc., failed to
reproduce the main features of the scattering behavior ag represented by the
theoretical and experimental curves, and did so even for the larger values
of ka where optical techniques are generally more accurate. This failure
is probably attributable to the presence of the cavity, and tends to confirm
the dominant role played by the cavity in determining the scattering.

Over the range 0.8 < ka < 4.85, the numerical computations carried

out using M < 30 for the matrix equation (2. 85) produced good results as
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measured by the parameter 8M, the examination of the tangential E-field

over the shell and the comparison with measured data for o(0) as well as

TIII (6) and lel (6). In low frequency region, ka < 0.8 (say), a choice of

M < 10 should be enough for accurate computation, but ag ka is increased
into the high frequency region, we would expect to have to increase M at
least in proportion, and for ka > 4.85, values in excess of 30 would be
needed. Since the difficulty (and cost) of matrix inversion increases with
the dimension of the matrix, it is obvious that the application of the present
method is limited in the size of ka that can be handled. If ka is moderately
large, say ka > 10, the Gauss-Seidel iterative method appears advantageous
as regards computational labor and machine time in comparison with more
conventional matrix inversion methods such as that used here. However, the
relaxation parameter w (see Appendix B) has to be chosen carefully in order
to provide a reasonable rate of convergence in the iteration process. The
optimum choice of v is not known and considerable effort would be needed
to obtain it.

Although the analysis in the preceding study was limited to the case of
aperture-on incidence (angle of incidence, Bi = 0), the analysis can be extended
to the case of a plane wave at arbitrary incidence with respect to the plane of
the aperture. For the case of rear-on incidence (9i = 1800), the analysis
would differ from that given here only in slight changes of functions Lmn(eo),

smn(eo), ‘yn(Go), én(Bo) in Eq. (2. 85).

As noted in the Introduction, one of the factors that motivated this study
was the investigation of impedance (or reactive) loading as a means of con-
trolling the scattering behavior of a hody. Prior applications of this tech-
nique include that of loading a sphere using a circumferential slot, and
though it was found that the backscattering cross section could be reduced

to zero by appropriate choice of loading applied at the slot, any simple means
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of realizing this load was extremely frequency sensitive. The resulting

bandwidth obtained is, of course, a function of the loading device employed,

and if a cavity is used for this purpose, it is possible that the shape of the
cavity also plays a role. In searching for a cavity that could be appropriate
for reducing the backscattering from a sphere, it seemed that a spherical
cavity might be most desirable because of the similarity of the mode struc-
tures inside and outside such a region. The simplest model of the resulting
structure is the spherical shell with a circular aperture that has been inves-
tigated here, and since the aperture in this model has dimensions determined
solely by a and 60, it was felt that an exact (or accurate) solution for this
problem would avoid any uncertainties caused by the assumption of a slot

of infinitesimal width in the earlier studies of loaded spheres.

It was appreciated that our model, as it stands, does not have sufficient
flexibility for controlling the scatteringofa sphere of radius a inany pre-~selected fre-
quency range. The only parameter at our disposal is the aperture angle 60,
and for 60 small, not enough power penetrates into the cavity, whereas
for 60 large, the resonances of the cavity are overly degraded. Nevertheless,
if this model were to display any real capability for reducing (or increasing)
the scattering cross section over an extended range of ka, there are several
possible generalizations of the model through which we might seek to transfer
this frequency range to any pre-selected range of ka. We could, for example,
fill our cavity with a dielectric or magnetic material. The analysis for this situation
would be similar to that for our simple model, and on the assumption {which
has been verified) that the electrical dimensions of the cavity are the main
factor controlling the scattering, an appropriate choice of dielectric constant
(> 1) could, for example, bring the region of cross section modification into
the vicinity of ka = 1. Alternatively we could treat a thick shell whose
internal radius b could be selected independent of a (providing b < a),
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thereby producing an additional parameter, and if necessary insert a dielec-
tric material into the cavity as well. And yet a third generalization of our
model would be to insert a dielectric sphere of radius b <a into our shell,
thereby providing a spherical shell cavity.

All of these generalizations should yield to analyses of a similar nature
to that which we have given, but because of the inherent complication of these
more general structures, it was decidgd to treat the most simple case first.
As we have seen, however, the simple model does not display any new capa-
bility for cross section control that would encourage us to believe in the
practical utility of the more general forms. Only in the immediate vicinity
of the frequencies at which the cavity resonates is there any marked reduction
in the backscattering cross section of a solid sphere (or shell), and thus the
bandwidth of this structure, regarded as a cross section reduction device,
is limited. There is some indication of a more general enhancement

of the scattering, but the amount is not sufficient to be of interest.
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CHAPTER VI
CONCLUSIONS

This study has been devoted to a theoretical and experimental investi-
gation of the scattering behavior of a spherical shell with a circular apertﬁre
for a plane wave at aperture-on incidence. Having postulated expansions of
the field components in terms of spherical wave functions, the method of
least square error has been applied in matching the field component at
the boundary. In order to improve the convergence and accuracy of the
solution in computation the method of least square error has been modified
by separating out the correct surface field behavior at the edge of the aper-
ture. A comparison of the numerical results obtained with the modified
method with those computed by the original method shows the significant
improvement provided by the modification.

In order to confirm the theoretical results, a series of surface and
backscattering measurements were made in the range 0.7 <ka < 4.85 .-
using spherical shell models with aperture angle 90 = 150, 300, 450, 600 R
and 900. It was observed that a spherical shell at aperture-on incident has,
in general, a higher backscattering cross section than a solid sphere except
in the vicinity of the cavity resonant frequencies, where marked reductions
in the backscattering cross section occur within a narrow frequency band.
For the surface field measurements, the amplitude and phase of T?(G) and
Tg(e) components were measured for ka = 2.0, 2.75, and 3.0 with 90= 30°.
Good agreement between the measured and computed results for both the

backscattering cross section and the surface field was obtained.
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APPENDIX A

EVALUATION OF L. (8 ) AND 8_ (6).
mn o mn o

From Egs. (2.48) and (2.49) we have

% <apx:1 apll1 pnt P;
(6) = 30 90 T oin6 i 0) sin6de , (A.]

0

(A.2)

% (pxln api le1 aprllEl
(6) = 5in6 090 a6 ae) sin 6 d6

0

which,on integrating by parts, become

1 ]
laPn o 1.1
(e) gin 8 p — +n(n+1) P" P sin 6d6 (A.3)
m 06 m n
0=6 0
[+]
.11
smn(oo) = Pn Pm}o e . (A.49)

The integral in Eq. (A, 3) can be written as (Tsu, 1961)

sin 6 ap! ap!
[} P1 m P1 n
(n-m)(n+m+1) | "n 98 m 968 020
o
% for m # n (A.5a)

plplsingas = ¢
mn

1
0 sin 00 (BPA ( )
(2n+1) ax 8 BN =0
o

form = n (A.5b)
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and in the second of these the derivatives with respect to order, namely
1

, 1
( 4P " [i <a P )J
a /. NANEY) xen

can be evaiuated in closed form by using the recurrence relations for the

Legendre functions, starting ‘with (Tsu, 1961)

2] 2
— P, (cos GZI = In (cos
[BA A A=0

Vo

)

and
2 P_ (cos 6) = cos 6| In (cos2 -9-) + 1:, -1.
oA A A=1 2

However, in the following it is shown that a more direct and convenient recur-
rence relation for the integral itself can be found without evaluating the deriv-
atives of the Legendre functions with respect to order.

Let us define

]
o
I:(Oo) = [Pfl(cos 9):| 2 gin 6 d6 (A.6)

0
(nnl =0, 1, 2, ..., L < n) ’

1
and seek a recurrence relation for the In(Oo). If we also define a function
1

! !
oP oP oP
Lig) = —_3 o _p|2(2
Q (6) = sin 8 (ax ) 39 - Pn [ax (ao)_-i ' (A.7
A=n A=n
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then

1
2n +1

2 L
In(eo) = Qn(Oo) (A.8)

and from the well known recurrence relation (Stratton, 1941)

8P‘

2
aine—a—e—tncosOP -(n+l)p -1 (A.9)

by differentiating with respect to the order n, we obtain
1

P _
oP opP
3 ( A L A\ _
sin 0[& Y] }A=n (cosOF‘n - P )+ncoa 6 _ak)

3P,
- (n+2) a:) . (A.10)
n-1

Substitution of Eqs. (A.9) and (A. 10) into (A.7) now gives

. L
P ap
L, . 2 A _ ot D _ ;
Q) =+l |:Pn< ) )n_l Pa-1 ( ox/ J ¢
TP 11
- cos 0 [Pn] + Pn 1='n_1 . (A.11)

Similarly, starting with the recurrence relation

0 PI
n
a8

2 2
sin 6 =(n-1+1)Pn+1-(n+1)c050Pn ,

we have
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1 2
oP oP,
/] - fn /] A) /] A _
Q _ (0 =(-1 [pn (—ax -t (—ax )J
n-1
2
- Pl Pl + cos 8 [Pl ]] ’ (A.12)
n-1"n n-

and hence, from Eqs. (A.11) and (A. 12) with (A,8) the following recurrence

relation for rf‘ (90) results:

1
(20 + 1)n - 2)

I;(Go) = {(Zn = 1)(n + 1) I:‘ _ 1(90) -

- cos 8 [(n + 02 )+ (o -z)(p:)z__} +20 P pt }

n-1"n
for n >t (A.13)

When £ = 1, Eq. (A, 13) becomes

1
(2n + 1)¥n - 1)

1(0) = { (2n-Da+1 I (6)

- cos Ol}n + 1)(Ptx-1)2 +(n -1) (Prll)z‘] + 2n Ptx-lp; }

forn > 1, (A. 14a)
or, using Eq. (A.4),

1
(20 + 1Xn - 1)

1(6) = {(Zn D+ DI_(6)

- cos 0 [(n +1) sn-l, n-1 +(n -l)sn,n] + 2nSn. n-1 }

forn > 1. (A. 14b)
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Since

1 3
I, (Oo) 1/3(2 - 3 cos 6, + cos Oo) (A.15)

by direct integration of Eq. (A.6), I:(Go) can be evaluated for all n from the
recurrence relation (A, 14).
In summary, therefore, Lmn(oo) can be written as follows:
1) Whenm # n
1

sin 60 1 aPm
Lmn(oo) * (n-mXn + m + 1) nln + 1) pn 00 -
1 ap:
- m{m + 1) Pm TR (A. 16)
0= Oo

2) When m = n

1
1 9Py, 1
Lmn(oo) =| 8in 6 P_ ) oeo +nln + 1) L (eo) (A.17)
(o]

where Ii(oo) is given by Eqs. (A.14) and (A, 15).
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APPENDIX B

APPLICATION OF THE GAUSS-SEIDEL ITERATIVE METHOD

Let us consider the application of the Gauss-Seidel iterative method
to solve the matrix equation (2.63). Eq. (2.63) is repeated here for con-
venience with abbreviations, B =|b , Y= and G = . Thus

o] ¥= 5] 5]

BY=G, (pgq=1,2,....2M). (B.1)
In order to solve iteratively the matrix Eq. (B.1), we express the matrix B

as the matrix sum
B=D-L-U (B.2)

where D = diag{b e.e., b }, and L and U are respectively

11’ b22' 2M, 2M
strictly lower and upper triangular 2M x 2M matrices, whose entries are the
negatives of the entries of B respectively below and above the main diagonal

of B. Eq. (B.1) can then be written as
(D-L) Y=UY+ G (B. 3)

which leads to the Gauss-Seidel iterative method, with the relaxation factor

w(0<w<?2),

(r+1)

(D-wL) Y = { (1w D+wU} Y(r) +WG , (B. 9)

(r=0,1,2,....)

which can be written interms of components as

(r+1) (r)
= 1- b -
bpp Yp (1-w) pp yp Pq-q

q:

[
o
_—
0]
Lol
+
o]
1]
o o =
o
5
)
IV
12}
o

~~
L2}
I
L
—
-
‘N
-
o~~~
w
g

where Y(r)=yf1r)] . q=1,2,....,2M ,
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Y(o) is an arbitrary, initial complex matrix approximation of the solution
matrix Y of Eq. (B.1). If Y(o)

Y(r) is successively defined by Eq. (B.4) or (B. 5).

is given, a sequence of matrix iterates

For a given Hermitian matrix H in the matrix equation HY = Z, the
necessary and sufficient condition for the Gauss~Seidel iterative method

Y( 1)

to be convergent, i.e. lim =Y, is that the matrix H be positive

r-o
definite (Varga, 1962). From Eq. (2.64) through (2. 67) it is readily seen .
that b = b* , i.e. the matrix B =[b ] is Hermitian. The positive
pq pq pq
definiteness of the matrix B can be proved by showing that for any given

matrix ;p for p=1,2,...., 2M,

— ¥ M P (cose) 5 1 2
N 71= N S o d ' g
yP [bpq] yP] —f z [y2n 1 ¢( ka) sin6 +y2n¢n(ka) o6 Pn(cose)]
6 n=1
o
2
T " 3 1 - P (cos?8)
b sm9d9+f ﬁ l:yZH_Iq//n(ka.)a—6 Pn (cos 9)+y2 (ka) —mTG_] sinfdo
6 n=1
o
2
6 - P (cosb)
o 1 9 1 n .
+J' ﬁ Yon-1 § T () 56 P (cosG)+ y2 3 (ka)  sind ], sin6do
0 n=1
1 2
6 P (cosb)
o ~ 1 n +% 1 9 R
* f 0 2 [y2n-l ¢ (ka) sind *Yon 3 (ka) 96 * (°°39)] sin6d6 ,
n=
(B.6)

and whose right hand side is always greater than zero for 90 > 0 unless
~ _~ - _~

Y15 Y5 T Vom
sufficient to show that for 90# 0,

= 0. Since the right hand side is never negative, it is
=0

_N - ~
yl y2 ceee YZM
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is the only solution of equations:

1
" Pn(cose) o 5 1
You-1 !lJn(ka) “eind + yznd/n(ka) 50 Pn(cos 6)] =0, (B.7)

Mk

p—

n:
6 <0<,
o)

M, 5 1 ~ Pll1 (cos6)
z Yon-1 ‘lJn(ka) 50 Pn (cos ) + y2nwt'1(ka) = | T 0, (B.8

0 <8<m,
o

1
S |5 . & pl (cos) +F 1 Pn(COS ? =0
2 2n-1 ¢ (ka) % " n Yon ti(ka)  sind '

n=1
0<e<o |, (B.9)
o
Pl(co 0)
v 1 n > + 5. L1 a—Pl(osa) =0
Yon-1 ¢ (ka) ~ sing Yon ¢! (ka) 26 '€ ’
n=1 (B.10)
06«86 ,
o

which are the necessary and sufficient conditions for Eq. (B.6) to be zero.

By adding Egs. (B.7) to (B.8), and (B.9) to (B. 10), we have

I:Prll(cos 6) ) :l
ﬁ [y2n_1 ‘/Jn(ka) + y2nllj;l(ka)] W +¥ Pn(cos | =0, (B.11)
n=1
6 <6<m,
o
|:P1(cos 0) ]
~ 1 ~ 1 n Q_ 1 _
f [y2n'1 Kn(ka) T Yo C;l(ka)] sin® %0 Pn(cose) =0,
i (B.12)
0<6<8_ .
o}
respectively.
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If we let

Prl1 (cos6) 1
%@ = “sime  tag Pnles
all ¢ (6) n=1,2,... are continuous everywhere and their derivatives of all

orders, 89 ¢ (6), (82/86 ) ¢ (8), ...., exist and are also continuous. Hence
each of the left-hand sides of Eqs. (B.11) and (B. 12), which is a finite sum of
¢n(e) "s, has the same properties as the ¢n(6) 's. Consequently, Eqs. (B.11) and
(B. 12) must be satisfied not only in each of the given intervals, but also
throughout the entire domain of 8. Furthermore, { ¢1(6), pz(e), cee, ¢M(6)}

is a set of orthogonal, linear independent functions. Therefore, each of

the coefficients in Eqs. (B.11) and (B, 12) must vanish. Thus, we have

yzn L ¥ (ka) +y2 z//’ (ka) = 0 (B.13)

~ 1 ~ 1 _
Yoo-1 ¢ (k) "2 TG (B.14)

forn=1,2, ..., M.

Similarly, by subtracting (B.8) from (B.7), and (B.9) from (B. 10), we

obtain

1
[Pn(cose) 5 ]
ﬁ [y2n AL P (ka)] “sing " 30 P (cos6)| =0, (B.15)
n=1

6 <8<m,
o

M P (cos9)
~ 1w 1 n 22 5! cose| =
z Yon-1 ¢ (ka) Yon ¢! (ka) sin0 99 “n
n=1 (B. 16)
0<6<0 ,
(o]

from which we must have
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Yon-1 Ypka) =¥, ¥y (ka) =0 , (B.17)

Yon-1 ¢ (ka) “Yon ¢! (ka)

=0. (B.18)

forn=1,2,..., M.

It is clear from Egs. (B. 14) and (B. 18) that ;1 =5 =0 is

_ - ~y
2 T e eee — y2M
the only solution for any finite value of ka. However, it should be noted that
when 60 = 0, Egs. (B.9) and (B. 10) are deleted and hence we have only
Egs. (B.13) and (B.17). Obviously the solution of these two equations is
not unique when z,[/n(ka) =0 or z//['l(ka) = 0, and there now exists a non-zero
solution.

Since the matrix B is positive definite, the lower triangular matrix

(D-wL) is Eq. (B.4) is non-singular. We can therefore write

Y(r+1) (r)

X" 4+ u(D-0L) G, (r=0,1,2,...), (B. 19)

where the matrix H, which is called the Gauss-Seidel matrix associated

with the matrix B, is defined as

>

H = (D-wD) " { (1-w) D+wU]> . (B. 20)
If we define error matrices A(r) = 6(;)] , (p=1,2,..., 2M) by

AP YOy roo2,..., (B. 21)
then from Eq. (B.4) we obtain

LN N C R Y T (B.22)
The matrix H is of course convergent ll‘i_rfm H(r) = 0 since Y(r)= Y.

However the rate of convergence is a function of ka, 90, M and w, and due
to its complicated expression, it is difficult to see its behavior until some

actual results of the numerical computation are available. As we can see
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from Eq. (B.22), the error matrix for r iterations depends not only on

the matrix H but also on the initial error matrix A(o), which is unknown.

Eq. (B.22) is not therefore convenient for determining the number of

iterations to give a reasonably good approximation to the solution of Eq. (B.1).
To determine the number of iterations desired for a certain error

criterion, we consider the total square error & M By using the same

notation as in Eq. (2.63), Eq. (2.60) can be manipulated to give

3 1 2 {4 1 3
&= 57— «(ka) (—+cos6 +—cose)
2
M 8 (ka) 3 o 3 o
2 *
- R 2g - ‘b . B. 23
f e[yp (gp PQYQ)] (B.23)
p=1 q=1

When the solution of Eq. (B. 1) is approximated by the rth iterative solution,
(r)

M follows from Eq. (B. 23) on replacing

the corresponding square error e

(v)

the x 's by x ''s, and is
p P

(r) _3 _1 2 (4 1 3
Sy =8 (—ka)2 (ka) (3 +cosf + 3 cos 60)
2M 2
_ (r)* - (r)
Re [yp (2gp ﬁbpq q )-] . (B. 24)
p=1 q=1

We are now able to specify the number of iterations by applying an error

criterion to&;) . Thus, for example, we might allow

05( (r-1) _ (r))/ D <o (B. 25)

where al is a given small quantity by which the accuracy of the computed

results can be decided.
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APPENDIX C

SERIES REPRESENTATION OF EDGE SINGULARITY
Derivation of Eqs. (2.72) and (2.73)

In this appendix, Eqs. (2.72) and (2.73) are derived starting from

the series expression (Magnus et al, 1966)
- -1/2

w
1’2 silfle(coseo— cos 8) »

)
r(%—u) 2 P::(cos 6) cos [(n+%) OO] = 0<6<0

n=0 0, 6<6 <
(o}

0<86<m, Re{u}<-}§ ) (C.1)

When u =-1, using the relations

p! (cos 8) = Pl(cos ),
n n

1
n(nt+1)

1
sin 6 P'l(cos 8) = f P (x) dx ,
(o] [0}

cos 8
Eq. (C.1) can be reduced to
1 1
L T2 ) T QL o B hees 0 cos (+l)9]
sing 3 sinf 2 2 n(n+1) 8 n °° co "2/ %
n=1
{2(cos 6 ~ cos 6) , 0<8 <6
o o
= (C.2)
0 , 8<6 <m
o
0<é<m
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Furthermore, substituting the recurrence relation

1
1 sin 0 Pl(cos 6) = 1 2(2nt1) Pn(cos i -
n(ot1) S7 *p ont1 | (2n-1)(2n+3)  sin @
P! _(cos 6) P! _(cos 0)
1 “n-2'°% 1 T2 %%
2n-1 sin 6 T 23 sin 6 ’

into Eq. (C.2) and rearranging terms we obtain

o) Prll(cos 0) 0 ’ 0<6< 00
"n sin® ) (C.3)
- Alz(cose—cose), 6 <0<
n=1 o o}
where
2 1 1 5
- —_— = [ 4+ =
Yp * @n-1)2n+3) °°° o+ 2) 80" (aor5)(2nr3) °°° (n 2 )90
1 3
- (2n-3)2n-1) °°° (n' 2) % (C.4)

n=1,2, ...

If Eq. (C.3) is differentiated term by term after multiplication by sinf, we

have

<
0 _a_Pl(cos 0 - 0 R 0 0<00
Z ‘Yn 06 "n 2
n=1 1 sin 8

- T
cos 6 2(cos00 cos 6) vﬂm—,o_mra(c.S)
0 <0< 7.
0

However, the above differentiated series does not converge uniformly in the
interval considered, and therefore Eq. (C.5) must be justified. When

u =0, Eq. (C.1) becomes
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0 , 0<6<0

o)
2 P (cos9) cos [(n+%),9 ] = ) ©
n ° 6.<6<7, (C.6)

n=0 YZ (cos§ - cos o

from which, together with Eq. (C.3) we can write

[00) P (cos 0)
cos 0 z A sme + sin 9 z P (cos 6) cos [(n-*-—)e ]
n=1
0 , 0<0<86
o

si.n29
‘v2 (cos 90— cos o)’

cosO‘IZ(cosO -cos 6) + 6 <0< . (C.7)
o o

Again, by making use of the recurrence relations

2 1 2(2n+1) 1
sin" 0 Pn(cose) == on [(2n—1)(2n+3) Pn( cos ) - a1 b P (cose)

1
" on+3 n+2(c°s 9)] :

Pm(cos 0)

+1 n
(cos 8) =m cos 0 e - 30 P (cosO)

it can be shown that the left-hand side of Eq. (C.7) reduces to that of
Eq. (C.5), and, hence, Eq. (C.5) is verified. In the neighborhood of
6=6_, Eq. (C.5) behaves as 0 ( l/fﬁ;) if 6>6 , and the series is
properly divergent at 6 = 90.

Let us now replace 90 and 6, respectively by 7r-9o and 7-6,
and substitute into Eqs. (C.3) and (C.5). Since

cos [(n+ %)(w-eo)] = (—1)n sin[<n+ %) 90]

and
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P1 [cos(vr-@)] =(_1)n+1 Pl(cose) ,
n n

Egs. (C.3) and (C.5) lead to, respectively,

o 1,1(0os 0) —‘{2(0030 - cos eo) , 0<6<86
n
6 sin 6 = -
n 0 , 8 <0<, (C.8)
n=1 o
- sin29 ~
-cos 0 Y2(cos 0 -cos 60) +"2_(cos 5 cos eo)-,
9 1
A = <@ <
i 5 g Pylcos ) 0<6<0_
n=l 0 , o <6<m,
(o]
(C.9)
where
_ 2 . 1 I S )
8 = (Zo-1)(2nr3) ° (n+ 2) 9 - (2oro)(2nr3) SR (a+ 2) %
5
1 3 &,
~ (2n-3)2n-1) °°° (n' 2) % (C.10)
n=12,
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APPENDIX D

COMPUTER PROGRAM

1. Main Computer Program

This program computes:

a) all the matrix elements apq's and fp‘s (p,a=1,2,...,2M+2)
in Eq. (2.85),

b) xq's (q=1,2,..., 2M+2) after inverting the matrix [apq] by
enlargement method (Guttman, 1946),

c) the total tangential electric field components Ee(a,0,0) and
Ep(a,e, %), and the surface field components TIII(O) and T121(9) for
6 = 0 (5) 180 degrees,

and d) the backscattering cross section and error, EM'

for given 60, M, ka and IDM, where IDM is the maximum number of terms
retained in the computation of the matrix elements, apq's and fp's. All the
computations in the main and related subroutines are carried out in double-

precision mode.
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A4l

-1ist of the-Main Program

_SRUN =FORTRAN PAR=MAP

IMPLICIT REAL*8 (A=Z} “
COMMON/DIM/TAX

INTEGER N, IDM,IDM2, INVAL,MyM1,M2,N2, IRW,NOyTERyJ1,TAX,MEXACT
COMPLEX*16 T1TEMP,T2TEMP,T1,T72,TEMP1,SUM1,SUM2,SUM3, SUMS

COMPLEX#*16 XPZP(40),XPPZ(40),GPZPI(200),D22P(200}

_ _COMPLEX*16 AX(82,82),ANVRS(82,82)4SSUM1,SS5UM2,51S,GPZ(200)

" COMPLEX*16 FV(82),CTERM,TT,AN{200),ZET(200),2ETP{200),X{82)

COMPLEX*16 TEMP,EST,ESP,MINUST,ESUM1,ESUM2,XP2(40),XPPZP(40)
DIMENSTON P1(200),DP1(200),LX(200,200), IN(200)
DIMENSION PSIN(200),PSINP(200)

COMPLEX%16 ETT,ETP “’
LOGICAL BOND,BOOZ,BOCF,B0O0B

NAMELTIST /NAM/ M, I0M, IDM2
NAMELIST /L0G/BO0OD,B0O0OF,B0O0B

NAMELIST /JKA/ KA,M,B00Z,B00F
NAMELIST/LUP/M, IRW,NO

" DATA P1/3.14159265358979/

TAX=82

o

MINUSI=DCMPLX(0,DO,-1.00)

PHI=0,
BOOD=,FALSE,

B00F=,FALSE.
BOOF=,FALSE.

BNOZ=,FALSE,

10

DP=3.14159265358979/180.D0
TTA’BO. DO

" READ (5,L0G)

CONTINUE

T READ (5,NAM)

WRITE (64NAM)




144

INVAL=1
THETA =TTA®DP
C0OS0=DCOS{THETA)

C
9 READ (5,JKA,END=8)
WRITE (6,JKA)
CALL DATA(THETA,M,IDM,P1,0P1,IN,LX,B00D)
Cc
CALL FSH(KA,THETA,MEXACT,iDM,ZET,ZETP,PSIN,PSINP, W,W1,B00Z)
CALL ACOEF(AN,THETA, IDM)
c L
M2=2%M +2
M1=2%M+]
c
IF (BOOF) WRITE (6,720) M2 -
720  FORMAT (' FV(1)aeeoFVI'I2,%)")
T CALL FFUN{FV,1.D-8, M, IDM,MEXACT,PSIN,PSINP,P1,LX,BO0F, AN, ZET,L£8)
c
89 READ (5,LUP,END=88)
WRITE (6,LUP)
T CALL AMTRX[AX,MEXACT,M,IDM,I1DM2,PSIN,PSINP,2ET,2ETP,LX,AN,PY,
C BODB)
R -
CALL DCIRYE(AX,ANVRS, IRW, [AX,NO, IER)
750 FORMAT (' AX(%12,','12,%)='2D18,.9," AX('12,%,',12,')='2D18.9)




DO 70 J1=1,1DM2

10 X(NY= x(N)+ANVR5(N.JfTi‘V”‘1) - T -
PRINT 498, [DM2
498  FORMAT (¢ X(1)eeoX(I2,7)7)
. D0_100 N=1,1DM2,2
N2=N+1
- PRI"I.&?QNELEAEJnNZLIJNZ'
499 FORMAT (¢ 1,12,2020.9,5X,12,2D20.9)
100  CONTINUE
c COMPUTATIN OF E S THETA AND E S PHI
D0 315 N=1,MEXACT _
N2=N*2
GAM=AN(N)

IF (N.GT. M) GO TO 3155
XPZ(N)=X(2%N=-1)*PSIN(N)®ZET(N)
XPPZP(N)= X(2*N)*PSINP(N)*ZETP(N)
XPZPIN)=X{N2~1) #*PSIN(NI*ZETP(N)
XPPZIN)=X(N2)*PSINP(N}*ZET(N)

3155 GPZ(N)=GAM*PSIN(N)*ZET(N)
GPZPI(N)=GAM*(PSIN(NY*ZETP(N)+DCMPLX(0.D0y .500)}
DEL=AN{N)=MINUS]

DZZP(N)=DEL=ZET(N)/ZETP(N)

315 CONTINUE
NO=MEXACT+1
DO 316 N=NO, IDM
GAM=AN(N)

316 GPZ(N)=GAM=MINUSI*ZET{N)

PRINT 504

504 FORMAT('0* 43X, *THETA',7X, "MDD_ETT',7X,*MOD ETP*,7X,y 'MOD_T1',7TXy*PH__
CASE T1',7X,"MOD T2',7X, 'PHASE T21) ) -
THETA=0,.00 _
KA2=KA=KA T

00 80 J1=1,37

wet




YA S

ANG=THETA*DP
SINE=DSIN(ANG)
COSINE=DCOS (ANG)
PREV=0,00

SSUM1=(0,.00,0.00)
SSUM2=SSUM]

ESUM1=SSUM1
ESUM2=SSUM1
SUMI{=(0.D0,0,00)
SUM2=(0,00,0.D0)
SUM3z(0.D0,0.00)
SUM4=(0,00,0.00)

TITEMP=(0,D0,0.00)
T2TEMP=(N,.N0,0.D0)
TSUM1=0.D0 T
TSUM2=0,D00
TSUM3=0,00°
TSUM4=0,.D0

"N2=2*N

N0 81 N=1,1DM
EN=N

FN2=N2 N
CALL LEGEN(N(ANG,P,PIN)
IF_(ANG.EN.0.DO) GO TO 82

1F (DABS{ANG-PI).LE.1.D-8) GO TO 83.
P1SIN=PIN/SINE ) _ o
DPIN=EN*COSINE*P1SIN~{EN+1.D0)2PREV




R2

GO TO 84 R
DPIN=EN2(EN+1,D0)/2,.00
P1SIN=DPIN

83

84

GO TO 84
DPIN=((-1)*#N)*EN*(EN+1.D0)/2.D0

P1SIN=-DP1IN
PREV=P1SIN

“IF (N.GT.M) GO TO 85

SSUM1=XPZ(N)*=P1SIN+XPPZP(N)*DP1N+SSUM]

85

ESUM1=XPZ(N)*DPIN+XPPZP(N)*P1SIN+ESUM]

TLTEMP=T1TEMP+XPZP(N)*DPIN-XPPZ(N)*P1SIN

"T2TEMP=T2TEMP+XPZP(N)*P1SIN-XPPZ (N)*DP1IN

SSUM2=GPZ(N)*P1SIN+SSUM?2

ESUM2=ESUM2+GPZ (N)*DPIN
IF (N.GT,MEXACT) GO TO 861

SUM1=SUM1+GPZPI(N)*DPIN
SUM2=SUM2+DZZP(N)%P1SIN

9¢1

SUM3=SUM3+GPZPI(N)*P1SIN
SUM4=SUM4+DZZP(N)*DP1IN

861

G0 TO 81
GAM=AN{N)

DEL=AN(N)=MINUST

TERM =GAM/(FN2+1.D0)*(.5D0+3,D0%KA2/((

FN2-1.00) *(FN2+3,D0)) =*

C (1.00+5.,D0%KA2/((FN2-3,D0)*({FN2+5,D00))))

T TSUM1 = TSUM1+TERM~DP1N
TSUM3=TSUM3+TERM=P1SIN

TERM=DEL/EN*(1.,D0 +KA2/(2.DO*EN*EN-EN)

#{1.00+3.D0*(EN-1,D0) *KAZ2/

81

T TSUM4=TSUMG+TERM=DPIN

€ (EN%®{FN2-1.D0)*(FN2-3,.D00))))
TSUM2=TSUM2+TERM*P1SIN

CONTINUE

" CTERM=(0,.D0,0.00) i T
TEMP=CTERM




XAl

IF (THETA .GE, TTA) GO TO 90

90

S05

801

T ETT=COSINE*TEMP+EST

" REAL=ETT

RNOT=DSORT(2,00%({COSINE-COSO))
CTERM=X{M2)=*(SINE*SINE/ROOT-COSINE=ROOT)
TEMP=X{M2) RDOT
EST=(SSUMI+X(M1)5SSUM2+CTERM) /KA
ESP=-(ESUM1+X(M1)*ESUM2-TEMP) /KA

TEMP=DCMPLX(DCOS{ANG) ,DSINIANG) )

ETP=ESP-TEMP

IMAG=ETT=MINUSI

MOD1=DSORT(REALZREAL+IMAG=TMAG)
REAL=ETP
IMAG=ETP=MINUST
MOD2=DSORT(REAL*REAL+IMAG* IMAG)
FORMAT (' ' FB.0,2(2X42D18.9,F10.5))
CTERM=(0O,D0,0.D0)
"TEMP1=(0.D0,0.D0)
IF (THETA .LE, TTA) GO TO 901
RODT=HSORT(2.,D0%(COSO-CNSINE))
CTERM=DCMPLX(0.D0y.5D0)%(COSINE*ROOT+SINE*SINE/ROOT)
TEMP1=NCMPLX{0.N0,.5N0)*RO0DT
SUM1=SUML+DCMPLX(0.D0,1.,D0)*TSUMI-CTERM

SUM3=SUM3+DCMPLX(D.D0,1.D0)*TSUM3-TEMP1
SUM4G=SIIMG-KASTSUMS



8C1

T1=-COSINE*TEMP+DCMPLX{0.D0,1.D0)*( TITEMP+ X(M1)#SUML-X(M2)
C *SUM21/KA

~ MODT1=DSORT(REAL*REAL+IMAG*IMAG)

~ IMAG=T1%MINUSI

PHASE1=DATAN2(IMAG,REAL)*180,00/P1 e N
" REAL=T2

IMAG=T2%MINUSI

MODT2=DSORT (REAL*REAL+IMAG*IMAG)
_PHASE2=DATANZ2(IMAG,REAL)*1BO.DO/PT =
PRINT 506.THETA MOD1,MODZ ,MODT1, PHASE1,MODT2,PHASE2

506  FORMAT (' *4F8.0,3(5X,F10,5)45X4FB.3y5XyF10.5,5X4FB.3)
T B0 THETA=THETA+5.D0 T
c COMPUTATION OF SIGMA/(PI=A%A)
SSUM1=(0.00,0.00)

- SSUM2=S55UM1

T¥=(1.00,0.D0)

NO 313 N=1,MEXACT

EN=N

TY=¥T*({0.D0,1.D0)
EN1=EN*(EN+1.D01/2.D0
GAM=AN{N)
DEL=AN(N)*DCMPLX(0.00,-1.00)

_ CTYERM=X(M1)=GAM=PSIN(N)  , L o
TEMP=X(M2)*DEL/ZETP (N}
SSUM2=SSUM2+TT#EN1*(CTERM=-TEMP*DCMPLX{0.D0y1. DD))

IF (N.GT. M) GO TO 313
NZ2=2*N
o T CTERM=X(N2-11%PSIN(N) -
TEMP=X{N2)*PSINP(N)
o SSUM1=SSUM1+TT=EN1*(CTERM=-TEMP*DCMPLX(0.D0,1.D0))
313 CONTINUE




6¢1l

"§1S=SSUM1+SSUM?2
TERMR=S1S
TERMI=S1S*DCMPLX(0.D0,-1,D0) ~—
SIGPI=64,DO*(TERMR=TERMR+TERMIZTERMI ) /(KA%KA)

c COMPUTATION OF EM T Tt T T T
SUM=0.D0 .

DO 314 N=1,M
N2=N*2
CTERM=X{N2-1)1%PSIN(N)=ZET(N)*DCONJGIFV(N2-1Y)+XI{N2)*PSINPIN)

C *ZETP(N)*NDCONJGIFVIN2))
TERMR=C TERM A —

L __SUM=SUM+TERMR
314 CONTINUE
CTERM=X(M1)=DCONJGIFV(ML))
TERMR=CTERM
EM=Wx(1,0D0/W]l = (SUM+TERMR))
PRINT 500,SIGPI,EM

———— . — J— —— — -

500 FORMAT ('0 SIGMA ='D17.9,* EM ='D17.9)
AR GO T0 10
c
T8 7 CONTINUE ~ T B T B
CALL SYSTEM
END T - s T rT T
SENDFILE

T SRUN —LOAD#+S446:CHNGSUIRNRI+S446:SUROBJI+S446:SUMS+S446:LEGN MAP #SINK=%
5=%SNURCE* 6=%STNK2 7=3SINK%
&LNG RNND=,.FALSE., RNNR=,FALSE, ELEND
ENAM M=10, IDM=200, IDM2=22 E&END
£JKA KA=1,D0, M=10, ROOZ=.FALSE. &END
ELUP M=10,IRW=22,N0=0 EEND

SENDFILE
$ST1G



2. Subroutines
Subroutines used are as follows:
a) SUBROUTINE DATA
This gives Plll(coseo), Lmn(Oo) and Itl1 (00) for all n,m=1,2,...IDM.

b) SUBROUTINE FSH
wn(ka), w"l(ka), Cn(ka) and §l'l(ka) are computed from the spherical
Hankel functions (calling SUBROUTINE HANKLTF) for all n such that
l jn(ka)l > 10-50. For larger values of n up to n= IDM, [j wn(ka) Cn(ka)]
and [j://r"(ka) §r'l(ka)] are approximated by

X 1 x2 1 xz)
[Wn(")gn(")]” 20t | 11(20+3) (2_) T 2 (20+3)(20+5) |2

2

2
1 X
" 31 (20+3)(20+5)(2n+7) (_2_)

1 x2 1 (xz)
*9Y @D (’2_)““ 2(20-1(20-3) 2/

3

2
+ 1 x
3!(2n-1)(2n-3)(2n-5) (2 ) :

and , , 3
5
T U S AT (x_ . () (x ) )

(20+1) 11(20+3) | 2/ 2!(20+3)(20+5) | 2
21 3
. (n+7) (X_) X
31 (2n+3)(2n+5)(2n+7) | 2
2
2
(n-2) (LZ)+ (n-4) (}_{__)
X9t en-n \2f 2r@a-(zm-3) (21
3
+ (n-6) (ﬁ)
31(20-1)(2n-3)(2n-5) | 2
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c) SUBROUTINE ACOEF
This computes 7, and 6n (n=1,2,...IDM) given in Eqs. (C.4)

and (C. 10) respectively.
d) SUBROUTINE AMTRX and SUBROUTINE FFUN
Subroutines AMTRX and FFUN give the matrix elements apq's

and fp's, respectively, for p,q=1,2,... 2M+2. The maximum number of terms
retained in the sum is given by IDM.

e) SUBROUTINE DCIBYE, SUBROUTINE LEGEN and SUBROUTINE
HANKLF.

Subroutine DCIBYE inverts a given complex matrix by enlarge-
ment method. Subroutines LEGEN and HANKLF give the Legendre functions,
Pn(cose) and Pi (cos8), and spherical Hankel functions (the first or the second
kind) respectively. All three subroutines were previously developed at the
Radiation Laboratory, University of Michigan and had been used as standard
subroutines. The list of those three subroutines is therefore not given

here.
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cel

List of Subroutines

—  SURROUTINE DATA(THTALM,IDM,P1,DP1,IN,LX,BO0D)
c
———  IMPLICIT REAL:8 (A=7)
INTEGER M, T,L,TLD,FILD,JLD ,TDM
—— - LOGICAL RQOOC
DIMENSION LX(1DM, IDM),

P1(IDM),DP1(IDM),IN(IDM)
ol o

X=DCOS({ THTA)
SN=DSIN(THTA)
HLD=0.D0
nDN_1 1=1,IDM
FI=1

— CALL LEGEN{I1,THTA,PN,P1(I))

IF (THTA ,EQ, 0.D0) GD TOD 10

IF(DABS(THIA-3,.14159265358979) LLE, 1.0=8) GO TI0 11
PP=P1(1)/SN
DP1(1)=FI%X*PP=(FI+]1 1%HI D

GO TO 9
10 DPIIIN=1*x(1+1.D01/2.D0
GO TO 9
11 DPI({I)=((-1)*%xT)1%7%(T1+],.D0)/2.D0
9 IF (BOO) WRITE (64600) I,P1(I),DP1(I)
-1  HILD=PP
600 FORMAT (¢ I='12,*' P1='D14.9,' DP1='D16.6)

C

IN(L1)I=(2,=3%X+XxX%X)/3,

DO 3 1=2,10M

FI=1
—_—— _ILD=1+1

FILD=ILD
. Junh=l1-1

FJLD=JLD

IN(T)=((2,#F1=1 )*FILD*INCILD)=X*(FILD*P1{JLD)I*PL1(JLDI+FILD*PLIT])




tel

C *PLIIN)+2.*FI*P1(1)*P1(JLD))/((2.%FI+1.)*FJLD)
3 CONTINUE
IF (BOO) WRITE (6,615) IDM
615 FORMAT (*-=JV{1),,alV('J2,%)"?)
IF (B800) WRITE (64610)(IN(I),I=1,1DM}
610 FORMAT (* '3D19.9])

Cc
DO 4 1=1,]IDM
Fi=]
. DO &41=1,1
FL=L
_1F (1. FOQ 1) GN IO 8§
LX{ToL)=SNX(FIX(FI+1.)*P1{(I1)*DP1(L)}=FL*(FL+1.)*P1(L)*DP1(I))/((F]~-
IFL)*=(FI+FL+1,))
LX(L,T)=LX(T4L)
60 TO &
5 LX(Io1)=SN2P1(1)%DPI{I)+FI=(FI+1.,)*IN(1)
& CONTINUE

IF (B0O0) WRITE (6,625) IDM, IDM
625  FORMAT ('<=LX(lsl)eselX('12,%,'12,%1"%)
IF (BOO) WRITE (6,610)((LX(I,L)yL=1,1DM),1I=1,1DM)

c

RE TURN
END




el

.. SURRQUTINE FSH(KA,THETA,M,1DM,ZET,ZETP,PSIN,PSINP,H,W1,B00)

IMPLICIT REAL*8 (A-2)

INTEGER M, [DM, I
. INTEGER NoNN
COMPLEX*16 ZET,ZETP
__LDOGICALBOO . , .
DIMENSION ZET(IDM),ZETP(IDM),PSIN(IDM),PSINP(IDM)

KA22=KA%xKA/2,D0
_HLDJ=DSIN(KAI/KA .

HLDY=-DCOS (KA )/KA
DO 6 1=1,1IDM
FI=1
CALL HANKLF(2414KA4JV,YV)
IF (DABS(JV) .LE. 1.D-50) GO TO 91
ZET(1)=KAXDCMPLX(JV,=YV)
PSIN(I)=KA%)V
PSINP (1) =KA*HLDJ-F I#JV
ETANP=-KAZ*HLDY+FI%YV
ZETP(I)=DCMPLX(PSINP(1),ETANP)
IF (BOO) WRITE (6,630) I,ZET(I),ZETP(I)

630 FORMAT ('0I=%12,' ZET(I)='2D17.9,/" ZETP(1)='2D17.9)
HLDJ=JV

6 HLDY=YV

91T M=I-1
PRINT 399,M,ZET(M),ZETP(M)

399 FORMAT ('0',1X,'LAST EXACT N ='14,2X,"' ZET(N) =',2D18.1042Xy
C * ZETP(N) ='2D018,10)

D0 95 N=T1,1DM
EN=N B

" T TERM1=1.D0

TERM2=1,D0




GET

S1GN=-1,D0
. __SuyM1=1,00
SUM2=1.D0
.. __SUM3=EN+1.D0
T TSUM4=EN
DO 92 NN=1,3
EP=2.D0*NN+1,D0
_ EM=2,DO%*NN-}.,pO0
TERM1=TERM1*KA22/(NN%(2,DO*EN+EP))
SUM1=SUM1+SIGN*TERM]
T SUM3=SUM34+SIGN*(EN+EP)®TERM]
SIGN=-SIGN
TERM2=TERM2%KA22/ (NN%(2,DO*EN-EM) )
SUM2=SUM2+TERM2
T SUMGL=SUMGL+ (EN=-2  =NN)=TERM2

SIGN=SIGN
92  CONTINUE '__
ZET(N) =DCMPLX( KA*SUM1*SUM2/(2,D0%EN+1,.00),0,D0)
ZETP(N)=DCMPL X ( ~SUM3%SUM4/ (KA*(2,.D0*EN+1.D0)),0.D0)

- _IF (N.EO. I) PRINT 400,N,ZET(N),ZETP(N) S
400  FORMAT ('0%,1X,'FIRST APPROXIMATE N =114,2X, PSTRO(N) =4,2D1A.10,
C2X,*PSIROPIN) =12D1R,10)

95 CONTINUE

X=NCOS( THETA)
X3= XXX _
W=3,D0/(8,NO*KA*KA)
Wi=KA%KA%(4.D0+3.D0*X+X3)
wW1=3,.,n0/W1
IF (BDO) WRITE (6,640) W,Wl

640  FORMAT ('-= W=1D19,10,' W1='D19.10)
RE TURN
TEND




- — _ SUBRGUTINE ACOEF(A,THETAQ,LIM)
IMPLICIT REAL*B(A-H,0-2)
COMPLEX=16 A(LIM),TERM,BO LB(1000)
DATA P1/3.14159265358979/

—e———ANGO=THETAO/2.D0.___
BO=DCMPLX(DCOSIANGN),DSINIANGD))

-~ ANGO==ANGO _
TERM=DCMPLX(DCOS(ANGO),DSIN(ANGO))

—_—NNOQ=_ [M=2
DO 20 N=1,NNO
EN=N
EN2=2.DO*EN

——  _EN23=EN2+3,D0
IF (N.GT, (NND-2)) GO TO 100

—_—— ANGO=THETAQ:(EN+2 SN0
B(N+2)=DCMPLX(DCOS(ANGO),DSIN{ANGO))

Q IF (N.GT. 2) GO TI0._99
IF (N.EO. 2) TERM=BO
. ANGO={EN+.5D0)1*THETAQ
i B(N )=DCMPLX(DCOS(ANGO),DSIN(ANGO))
—— A(N)=DCMPIX(2.D0,0,D0)ZB(N)/((EN2=1.DOI*EN23)~R{N+2)/((EN2+5.001%
C EN23)-TERM/( [EN2-3.DO)*(EN2-1.D0))
60 _TO 20
79 A{N)= DCMPLX(2.DN,0.D0) *B(N)/((EN2-1.D0O)*EN23) -B{N+2)/((EN2+5.0D0
o C)®EN23)=BIN-2)/({EN2=-3,D001% (EN2-1.D01)
GO TO 20
= -3 - E-3 - - -
i C )*(EN2-1.D0))
—_____A{N+2) ==R(N)/({[EN2+1.DO)*EN23)
20 CONTINUE
—_RETURN_
END
7 47

(==2rd



SURROUTINE AMTRX(AX,MEXACT,M,LIM,IDM2,PSIN,PSINP,ZET,ZETP 4L Xy _
C A,P1,B002)
IMPLICIT REAL®A (A-H,0-2)

COMMON/DIM/ TAX
REAL*R LX

COMPLEX*16 ZET(LTIM),ZETP(LIM),CCP,CCP1,CCPZ,CCPZ1,CG,CGPy
G PAR, PAR1, AX(TAX,TAX), A(LIM),PZ,PZP,DELC,KOEFC

"COMPLEX*16 TERM(1002),TERML(1002),TERMJ(1002),TERMP(1002)
DIMENSTON PSIN(LIM}4PSINP(LIM) 4LX(LIMyLIM),P1(LIM)

COMPLEX*16 SUM21,SUM22,SUMP, SUMD, CON1,CON2,CONsMINUST
LOGICAL ROO2

LET

MINUSI=DCMPLX(0.DO,-1,DO)
M21= 25M+1
M22=23%Me2
D0 5 L=1,MEXACT
GAM=A(L)
DEL=A(L)=MINUST
DELC=DCMPLX(DEL,0.DO)

TERML(L)=GAM*PSIN(LY*ZET(L)
TERMP(L)=DELC/ (PSINP(L}*ZETP(L))

TERMJ(L)=DCONJG({ TERML (L))
TERM(L)=DCONJG(TERMP(L))

5 CONTINUE

M1E=MEXACT+1

DN 6 L=M1E,LIM

GAM=A (L)

DEL=A(L)=MINUST
ZETR=ZET(L)

ZETPR=ZETP(L)
TERML(L}=DCMPLX(0.N0,-GAM=ZETR)
TERMP(L}=DCMPLX(0.D0,DEL/ZETPR)
TERMJ (L) =-TERML(L)




gLl

LE

TERM(L)=-TERMP(L)
CONTINUE

T SUMP=DCMPLX(0.D0,0.00) o i

__ SUMD=DCMPLX(0.N0,0.D0) . ~
SUM21=DCMPLX(0.00,0.D00) “‘
SUM22= DCMPLX(0.ND0,0.D0)

LIM1=LTN-1
D0 25 t=1,L1M —
EC=L

___TERMR=TERML (L}
TERMI=TERML (L 1*MINUSIT
__CONY=(TERMR*TERMR+TERMI*TERMI)*(2.DO#EL*EL*(EL+1.D0)*(EL+1.001
€ /(2.,00%EL+1.00)-LX(L,L1) ST T e e
TERMR=TERMP (L}
"TTERMI=TERMP (L ) #MINUST - T
CON2=( TERMR*TERMR+TERMI*TERMI ) %L X (L, L)
SUMJ2=0,D0
SUMJ=0.D0
TTIAY=L+] T T
DO 255 J=JAY,LIM
CONSTERML(L)*TERMJ(J)2LX(J,L)
TERMR=CON
T SUMI=SUIMJ+TERMR
CON=TERMP(L)*TERM(JIELX(J,L)
TERMR=CNN Tttt T /T




6t1

SUMJ2=SUMJ2+TERMR
7255 CONTINUE
SUM21=SUM21+CNN1-2,D0*SUMJ

€ A(2M+2,2M32)

SUM22=SUM22+CON2+2,D0%*SUMJ2
25  CONTINUE
(o A(2M+1,2M+1)
AX(M2]1,M21)=5UM2]1

AX{M22,M22)=SUM22

TC A(2M+1,2M+2)

_ AX({M21,M22)=DCMPLX(0.D0,0,D0)

TCA(2M42,2M41)

AX{M22,M21)=AX(M2],M22)
DN 22 IM=1,M

FM=1M

MB=2 *1IM

MB1=MB-1

CCPZ1=CC*PSIN(IM)*ZET(IM)

T T CCPZ=CCEPSINP{IM)I2Z2ETP(IM)
CG=DCONJG(ZET(IM))
CGP=DCONJG(ZETP{IM))
KOEFC=DCMPLX(1.0D0,0.,00D0)

T CONY=KOEFC/(PSINIIM)®CG)

CON2=KNEFC/(PSINP{IM}*CGP)

© 'SUM21=DCMPLX{0.00,0,D0)
DO 26 L=1,LIM

SUM21=SUM21+TERML(LI*LX{IM,L)
26 CONTINUE
T GAM=A(TM)
C Al72M=]1,2M+1)
AX(MB1,M21)=CCPZ1*GAM-SIIM2]1 ~
C___A(2M,2M+])

T CC=2.DO*FMEFM=(FM+]1,D0)*(FM+1,00)/(2.DO*F

M+1.D0)



ovt

AX(MB,M21)==P1( IM)*SUMP
Dﬂ 21 N=1 vM o —
" 'NB=2%N
NR1=NB-1
TTece=0,D0
CCP1=0.D0

IF (N.NE.IM) GO 1O 23
€CCP=CCPZ )
T ccpP1=CcCP21 T T
23 CONTINUE
T TTPZ=PSININYRZETINY T T T T
PZP=PSINP(N)*ZETP(N)

PARI=LX(IM,N)*(CON1-PZ)
PAR=LX(IMyN}*(CON2-PZP)
TCTTTA(2M=1,2N=1) .
C

) AX(MB1,NR1)=CCP1+PAR1 .
TTUA[2Me2N) - T T
AX({MB,NB)=CCP+PAR

AU2M=1,2NY
AX(MB1/NB)=P1{IM)*PL(N)*(CON1-PZP)

c
c A(2M,2N-1) 7 T
c
c

AX(MB,NB1)=P1(IM)*P1(N)*(CON2-PZ}
A{2M+2,2N-1)
AX{M22 ,NR1)=P1 (N)=SUMD
TTA(2M+2,2NY
SUM22=NCMPLX(0.D0,0.D0)
NN 28 L=]1,LIM]1




(828

SUH22=SUM22tT§Rﬂ(E}*LX(N,L)

’8 CONTINUE
AX{M22,NB)=SUM22
c A(2M+1,2N-1)

AX{M21,NB1)=PZ*NDCONJGIAX(NB1,M21))

AX('12,'4%412,°)='2D18,9)

C  A(2M+1,2N)
. AX(M2]1,NB)=PZP%*DCONJG(AX(NB,M21))
21 CONTINUE
C A(2M,2M42)
AX(MB,M22)=CON2%*DCONJG(AX(M22,MB)}
__C _A(2M-1,2M+2
AX{MB1,M22)=CON1%DCONJG{AX{M22,MB1) )
22 CONTINUE
IF (.NOT. BD0O2) GO TO 999
DO 998 I=1,1DM2
DN 998 J=1,1DM2,2
J1=J+1 - _
PRINT 750, 1,J,AX(1,J),1 LJ1,AX(T ,J1)
750  FORMAT (' AX('12,','12,')='2D18.9,°
998" CONTINUE
999  CONTINUE
RE TURN

END




rARS

— SURROUTINE FFUN{FV ACC M IDM,MEXACT,PSIN,PSINP,Pl1,LX+BODF,A,2ET,*)
CxxsFFUN COMPUTES FVI2%*IM) AND FV{2%IM-])
IMPLICIT REAL#8_ (A~H,0=1)
REAL*8 LX
COMPLEX*16 _A{JDM) L ZET{IDM),FMSUM,SUM_
COMPLEX%*16 FV,CTERM,CTERM1,TT,COEF, TERM, TERM]
—_—  CDMPLEX*146 TERMP,TERM]1P
LOGICAL BOOCF
————— —DIMENSIONFV( 1}, RSTNAIDMY  PSINPLIDM) L X{IDM, I1OM} P (21—
C
—_——— M21=24Ms]
M22=M21+1
—  FMSUM=(0.00,0.0D0)
DO 100 IM=1,M
__EM=1M
CTERM=(0.00,0,D0)
. L TERM1=CTERM
TERMP=(0.D0,0,D0)
— TERMYP=TERMP
T¥=(1.00,0.D0)

CxxxMAKE SIIRF HAVE FNOUGH PSIN S FTC FOR THE SEFRIES
DO 11 N=1,25
FN=N

TT=TT*{0,D0,1.D0)
COEF=(2.%FEN+1,)/{EN={FN+1,))*TT
FT=0.D0
_1F (IM_NE.N) GN TN 12
FT=2.*FM*FMX(FM+] )% (FM+1.)/(2.%FM+1.)
12 FT=FT-LX(UIMeN) ____

TERML= COEF*DCMPLX(PSIN(N)*FT4PSINP(N)* PL{IM)*P1(N))
- CTERM1=CTERMY+TERMY  ___ _ _ . e
TERM = COEF*DCMPLX(PSININ}=PL{IMI*P1(N),PSINP{N)=*FT)

— CTERM=CTERM+TERM




IF (((CDABS{TERM1P)+CDABS(TERM1))/CDABS(CTERM]1) +(CDABS(TERMP)+
— € CDABS(TERM))/CDABS{CTERM) ) LT, ACC)_GO _T0 60

TERM1P=TERM]
—  TFRMP=TERM
11 CONTINUE
WRITE [6,775)
775 FORMAT (* SERIES FDR F NOT CONVERGING')
G0 10 A
60 1SB=2*]M
__  1SB1=1SB=-1
FV(1SB1)=-CTERM1
EV{ISR)=CTERM
IF (BOOF) WRITE (6,730) N,FVIISBl1),FV(ISB)
130 FORMAT (* *‘,]2,"' *,2D20,9,* '2D20.9)

GAM=A(IM)
EMSUM=FMSUM+GAM*PSIN(IM)=DCONJG(ZET(IM) ) *FV{ISB1)

€91

100 CONTINUE
MC=M+]
SumM=(0.,D00,0.00)

—— DG 101 _JM=MC,IDM___
FM=IM

— IT=(1.D0,0.D0Q)
CTERM1=(0,D0,0,.D0)

—D0 13 N=1,MEXACT
FN=N

——T7=TT*(0.D0,1.00)
COEF=(2.2FN+1.)/(FN*(FN+1.))=TT
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— FTI=0,00
IF (IM_NE.N) GO TO 14

—_ FT=2 *FMFM2 (FM+]) Y E(EM+] 3/ (2 XFM+] )
14 FT = FT=-LX(IM,N)
TERM]1 = COEE*DCMPLXIPSIN(NI*FT,PSINP(N}* P1{IM)*P1(N}}

CTERM1=CTERM1+TERM1
A3 CONTINUE

GAM=A(TM)

IE (IM _GT. MEXACT) GO _TO0 9§

SUM=SUM+GAM*PSTIN(IM)*DCONJG(ZET(IM))*CTERM]

GO _T0 101
95 SUM=SUM+GAM+*DCMPLX(0.D041.D0)%ZET(IMI*CTERM]
ANl . CONTINUE

FV(M21)=FMSUM-SUM
-  FV(M22)=(0.DN,0.00)

IF (BOOF) WRITE (64730) M21,FV{M21),FVIM22)
—  RETURN
8 CONTINUE
——  RETURN. 1]

END




